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B cratbe paccmarpuBaercst 00001IeHHEe KIIaCCHUECKOM
(hopmysbl XapTiu A1 u3MEpeHUs: HH(HOpPMAIIUU B CUCTEME
C Y4€TOM HE TOJBKO €€ HEPAPXUUECKON CTPYKTYPBI,
COCTOALIECH U3 MOJICUCTEM Pa3INYHOM CI0KHOCTH, KaK B
npemioxenHoM E.B.JIynenko B 2002 rony cucteMHOM
0606uIeHIn GopMyIbl XapTiH, HO U ¢ YIETOM
B3aMMOCBSI3eH MeX 1y 2JeMeHTaMu. Panee kiaccuueckas
ucxoaHast popmyina XapTiH, ONUCHIBAIOIIAS KOJIUIECTBO
UHOpMaIK B MHOXKECTBE U3 N 3JIeMEHTOB, ObLIa
pacimpena Juist y9€Ta HOACUCTEM CHCTEMBI, KOTOPBIE
BKITIOYAIOT I'PYTIIBI 3JIEMEHTOB Ha PAa3JIMYHBIX YPOBHAX
uepapxun. B ocHOBe cucTeMHOT0 0000IIeHNS
kiaccuueckor popmynbl Xaptiu 2002 roga gexur
THIIOTE3a O CYIECTBOBAaHHU CUCTEMHOW HH(POPMAIINH, T.€.
O TOM, 4YTO I/lH(l)OpMaLlI/lﬂ COACPIKUTCS HE TOJIBKO B
MHOKECTBE 0a30BBIX 2JIEMEHTOB, HO U B TIOJICHCTEMaX
pa3IN4HON CIIOKHOCTH U Pa3IMYHbIX YPOBHEH nepapxuu
cucTeMbl. Dta nHpopMausl, coxepiKarieiics He B 0a30BbIX
3JIEMEHTAaX, a B TIOJICUCTEMaX CUCTEMbI, Ha3BaHa
cucTeMHo# nHdopmanueit. OnHaKo B paHee
MPEUIOKEHHOM CUCTEMHOM 00001meHnd HopMyIsl XapTiin
HC YUYUTBIBAJIUCH CHUJIa U 3HAK B3aHMMOCBSI3El MEXKOY
0a30BBIMH 3JIEMEHTAaMH B nojcucreMax. B nannoii pabore
JUISL OLIEHKH CTEIIEHU SMEPDKEHTHOCTH (YPOBHS
CHCTEMHOCTH) CUCTEMBI IIPEJIoKeHa hopmyIa,
COOTHOCSIIIAsi KOJIMYECTBO CUCTEMHOM MH(OpMaIu ¢
KOJINYECTBOM MH(OpMAIUU HE TOJIBKO B MHOYKECTBE
63.30BBIX 3JIEMCHTOB, HO U B UX MMOACHUCTEMAX Pa3HBIX
YPOBHEW HEpapXHHU U Pa3IMUHOMN CTEIICHN CBA3HOCTH
BHYTpH HojacucteM. B pabote npeacrasieHo 0000mEHHOE
BBIpaXKECHHE JUIS BHIYUCICHUS NHPOPMALIUH B CUCTEME,
KOTOpOE BKJIIOYAET Y4ET CHJIBI U 3HAKa B3aMMOCBS3eH
MEX/Ty dJIEMEHTaMHt B MOJICUCTEMax. BrimoueHme 3THx
napamMeTpoB MO3BOJISIET 00JIee TOYHO U3MEPUTh
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The article considers a generalization of the classical
Hartley formula for measuring information in a system
taking into account not only its hierarchical structure
consisting of subsystems of varying complexity, as in the
systemic generalization of the Hartley formula proposed by
E.V. Lutsenko in 2002, but also taking into account the
interrelations between elements. Earlier, the classical
original Hartley formula, which describes the amount of
information in a set of N elements, was expanded to take
into account the subsystems of the system, which include
groups of elements at different levels of the hierarchy. The
systemic generalization of the classical Hartley formula of
2002 is based on the hypothesis of the existence of
systemic information, i.e. that information is contained not
only in the set of basic elements, but also in subsystems of
varying complexity and different levels of the system
hierarchy. This information, contained not in the basic
elements, but in the subsystems of the system, is called
systemic information. However, the previously proposed
systemic generalization of the Hartley formula did not take
into account the strength and sign of the interrelations
between the basic elements in the subsystems. In this paper,
a formula is proposed for assessing the degree of
emergence (systemicity level) of a system, which relates
the amount of system information to the amount of
information not only in a set of basic elements, but also in
their subsystems of different levels of hierarchy and
different degrees of connectivity within the subsystems.
The paper presents a generalized expression for calculating
information in a system, which includes taking into account
the strength and sign of the relationships between elements
in subsystems. Including these parameters allows for a
more accurate measurement of information reflecting the
interdependence of elements. The article also offers a
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UHPOPMAIHIO, OTPAYKAIOIIYI0 B3aUMO3aBUCUMOCTD
aneMeHTOB. CTaThs TAKXKE MPeIIaracT METOAUKY JJIsI
pacuéra 3To¥ HHPOPMAIHH C UCIIOJIb30BAHHEM MATPHIIBI
B3aHMOCBsI3¢il U BRIPAKCHUI, KOTOPHIC YIUTHIBAIOT
KOJIMYECTBO MOJICUCTEM U UX B3anmMmojeicTBus. Kpome
TOTO B CTaThe MpeyiaraeTcs 0000I1IeHne paHee
npeoxkennoro asropoM (E.B.JIynenko, 2002)

K09 GUIIUESHTA IMEP/PKSHTHOCTH, HA3BaHHOTO B YECTh
XapTiu, yIUTHIBAIOIIEE HE TOJIBKO KOJHMYECTBO MOJICHCTEM
Pa3IHYHBIX YPOBHEH CIOKHOCTH Ha Pa3IUIHBIX
HEPApXUUYECKUX YPOBHIX OPraHU3allii CUCTEM, HO U CHITY
Y HampaBJIeHHE B3aMMOCBsI3eH Mex Ty 0a30BBIMU
3JIeMeHTaMH B nojcuctemax. Kpome toro
paccMaTpUBAIOTCS CIETYIOIINE BOIPOCHI: 3aBHCUMOCTh
KOJIMYECTBA HHPOPMAIIUH B CHCTEME OT YHCIIa
HepapXuuecKuX ypoBHEil B Hell MPH pa3IuIHbIX CHJIAX
B3aUMOCBSI3EH MEXJTy JIEMEHTaMH, COOJTIOICHUE
TPUHITUIA COOTBETCTBUS JJIS IPEITIOKEHHBIX B TAHHON
paboTe 0000MIEHHBIX BRIPAKECHUH C paHee TOTyUCHHBIMH,
ACHMIITOTHYECKOE TIOBEICHUE BBIPAXKEHHS JIJIsI KOJTMIECTBA
UH(DOPMAIMH B CHCTEME C YIETOM CHIIBI M 3HAKA
B3aUMOCBsI3el MeX/1y 0a30BBIMHU DJIEMCHTAMHU B
MOJICUCTEMaX, a TAKXKe YUCICHHBII mpuMep. B pesynbrate
MOJIyYeHa YIIydlIeHHast MOJIe)b, YUUTHIBAIOIIAS HE TOJIBKO
KOJIMYECTBO JIEMEHTOB, HO M UX CBSI3H, UTO CIIOCOOCTBYET
0oJiee TOYHOMY U3MEPEHHIO HH(OPMAIIUH B CIIOKHBIX
cUCTEMAxX

Kitouessie ciosa: XAPTJIN, MTHOOPMAIINA,
CUCTEMA, UEPAPXUSL, TIOJJCUCTEMA,
B3ANMOCBA3b, DMEP/PKEHTHOCTD, YPOBEHb
CHUCTEMHOCTH, BBAUMO3ABUCHUMOCTD,
MATPULIA B3AUMOCBS3EN
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methodology for calculating this information using a matrix
of relationships and expressions that take into account the
number of subsystems and their interactions. In addition,
the article offers a generalization of the emergence
coefficient previously proposed by the author (E.V.
Lutsenko, 2002), named after Hartley, which takes into
account not only the number of subsystems of different
levels of complexity at different hierarchical levels of
system organization, but also the strength and direction of
the relationships between basic elements in the subsystems.
In addition, the following issues are considered: the
dependence of the amount of information in the system on
the number of hierarchical levels in it with different
strengths of relationships between elements, compliance
with the principle of correspondence for the generalized
expressions proposed in this work with those obtained
earlier, the asymptotic behavior of the expression for the
amount of information in the system taking into account the
strength and sign of the relationships between the basic
elements in the subsystems, as well as a numerical
example. As a result, an improved model is obtained that
takes into account not only the number of elements, but
also their relationships, which contributes to a more
accurate measurement of information in complex systems
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1. Introduction

In 1928, Ralph Vinton Lyon Hartley proposed the
famous and now classical formula for the amount of
information in a set consisting of N elements (1) [31]:

I = LogN (1)

In @ number of works from 1990-2002, summarized
in the monograph [1], the author formulated a hypothesis
about the existence of systemic information, suggesting
that information is contained not only in a set of basic
Ralph Vinton Lyon  elements, but also in subsystems of varying complexity

Hartley, : :
30111888 — 1051970 and different levels of system hierarchy.

Based on this hypothesis, a systemic generalization of the Hartley formula
for the amount of system information in a system (2) consisting of W basic
elements and W subsystems of different levels of hierarchy, including 2, 3,...,

W elements, is proposed:
w
I =log, (2 lel,n) (2)

m=1

Where:

- is the number of ways to select elements from , i.e. this is the number of
subsystems of the m-th level of the system hierarchy: namely, subsystems in
which there are m elements.CiymW

Also, in the work [1], a quantitative information measure of the level of
systematicity (degree of emergence) of the system (3) is proposed, which is the
ratio of the amount of system information in the system (2) to the amount of
information in the set of basic elements of this system (1):

w
¥ =log, (Z CJV") /log, W (3)

m=1

Since expression (3) is based on Hartley's classical expression for the
amount of information {1} and on its systemic generalization (2), in [1] it was
named by the author as the Hartley emergence coefficient in his honor.
However, this name misled many authors, as they began to think that expression
(3) was proposed by Hartley himself, whereas in fact it was proposed by the
author in [1] and was simply named by the author in honor of Hartley [1-30]
(Figure 1):

http://ej.kubagro.ru/2024/09/pdf/03.pdf
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COIMacHo XapTn SMepKEeHTHOCTb CUCTEMEI

MOMUCK C Helpo

. Heitpo

CornacHo XapTnu, SMepaXeHTHOCTb CUCTeMbl — 3TO OTHOCUTENIbHOE
npeebllleHUe Konuyectea uHbopmaLum o cUcTeMe Npu yuére
CUCTEeMHbIX 3¢ deKToB (CMEeLLaHHbIX COCTOAHUA, MePAPXUYECKOMN
CTPYKTYPbI €€ NoacucTeM U T.MN.) Haf, KONU4YecTEoM uHpopmauum Gez
yuéTa 3Tux acpdpexTor. 2

VYpoBeHb CUCTEMHOCTH (3MEepAXKEHTHOCTH) CUCTEMbI TEM Bbille, YEM
BbilLle MHTEHCUBHOCTb B3aUMMOLEACTBUSA IN1€MEHTOB CUCTEMbI APYT C
LOPYroM, YeM CUlibHee OTNMYAIOTCA CBOMCTBA CUCTEMbI OT CBOMCTB
BXOOSILMX B HEE 3MIeMEeHTOB. 1

KoadbdbuumenT ameppgrkeHTHOCTU XapTnu oTpa)kaeT YPOREeHb
cucTeMmHocTu obbekTa u nzmeHseTcs ot 1 (cucTeMHOCTb OTCYTCTBYET) OO
W/Log2W (cucTeMHOCTE MakcumarsbHa). 2

Takoke cornacHo XapTiu, 3aMepapKeHTHOCTb CUCTEMbI TEM Bbillie, YeM
Bblllie CU/1a U CJIOXKHOCTb B3aUMOCBSA3eil meXxay e& 6a30BbiMu
anemMeHTamMm. 1

@ Ickubagro.ru 1 vestnik.adygnet.ru 2 researchgate.r

Figure 1. Query result: ""according to Hartley, system emergence"

However, expressions (2) and (3) are somewhat simplified, since they do
not take into account the strength and sign of the relationships between the basic
elements in the subsystems. They only count the number of subsystems at
different levels of the system hierarchy, and these subsystems are considered
equally with the basic elements of the system in the same way as in the classical
Hartley formula (1).

Meanwhile, according to the systemic information theory (SIT), proposed
by the author in 2002 [1-30], the system asymptotically transforms into a set of
basic elements with a decrease in the strength of the relationships between its
basic elements [14, 15, 16], from which it follows that the level of systematicity
(emergence) of the system, i.e. the degree of difference (of the properties) of the
system from (the properties) of the set of its basic elements, increases with an
increase in the number and strength of relationships between the elements of the
system.

This means that formulas (2) and (3) must be generalized by taking into
account not only the number of subsystems at different levels of the hierarchy,
but also the level of systematicity of these subsystems, proportional to the
strength of the interrelations between elements in the subsystems, as well as in
the system as a whole.

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf
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2. Method

We will assume that the strength and sign of the relationship between the
basic elements are determined by a matrix similar in structure to the similarity
matrix, which has an external origin and reflects the specificity of the basic
elements of the system and the structure of the system as a whole.

3. Results

3.1. Generalized expression for the amount of information in a
system taking into account the strength and sign of the
relationships between basic elements in subsystems

Since relationships can only be in pairs of basic elements, then:

1. We will assume that each basic element makes the same contribution to
the overall strength of the subsystem connections as two maximally connected
basic elements. Thus, the average strength of the connections of the basic
elements is equal to 1.

2. A subsystem of m basic elements makes a contribution to the total
strength of the system's connections equal to the average strength of the
connections of all combinations of pairs of basic elements included in this
subsystem (other options can be chosen, but in this paper we will focus on this).

3. The average strength of the connection of a subsystem of m basic
elements is equal to the average strength of the connections of the basic
elements, equal to 1, and pairs of basic elements.

Using the formula for the total strength of the connections of the m-th

subsystem:
m—-1 m
Stotal =m+ Z Z Sj,k;

j=1 k=j+1
and the expression for the average strength of the connection of the m-th
subsystem:

s Stotal _ m + Z]n;Il ka=j+1 Sj,k
m — 2 = _ )
m + C2, m+ m(m2 1)
we can write a formula for the whole system:
w Cw
[ =log, Z ng ,
m=1 i=1
Where:
s .M + 2 Vi1 Sik
m - —
m + m(m2 1)

Substituting this into , we obtain the final generalized expression for the
amount of information in the system, taking into account the strength and sign of
the relationships between the basic elements in the subsystems (4):1

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf
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= m + Y YR Sk 4
m

m=1 i=
Let's analyze this formula (4) step by step to reveal its meaning.

Formula:
m+ Y2 YR Sik
[ = log, 2 2 m + C2
m

m=1 i=
1. External sum by:m
- is the sum of all values from 1 to . Here can be the maximum number of
elements or levels in some system.>W_, mWW
2. Internal sum by:i
- — this sum assumes that we are going through all possible combinations
of , where is the number of combinations of -elements of . That is, for each we

consider all possible combinations of .Zicz"{ iCy CiymWmi

3. Numerator:

The numerator expresses a combination of two parts: - is simply the value
of . - is the sum over all pairs of and , where . Each element represents some
connection or interaction between elements of and within a set of dimension .
The value may be associated with some measure or parameter of the interaction
between these elements (for example, it may be the weight of an edge in a graph
or a measure of the dependence between elements of a system). The sum over
all pairs reflects all interactions between elements within the group under
consideration.mm Z]—“;;lzlr?:j +1 5k Jk1 < j <k < mSjkmS; x (j, k)

Thus, the numerator is the sum of the magnitude and the sum of all
interactions between elements in a group of elements.mm

4. Denominator:

The denominator of the formula contains the expression: - — here the first
term is added to the number of pairs that can be formed from the elements. The
value is the number of combinations of 2 of the elements, that is, the number of
all possible pairs of elements in the m-th group (subsystem). This number can
also be interpreted as the number of all possible interactions between pairs of

basic elements of the group (subsystem).m + 221 mm m(nzl_l) mC2,
5. Logarithm:

log,(...)
The logarithm to base 2 is used to calculate the "measure of information™

or entropy in bits, which is related to the number of possible states or
combinations that can occur in the system under consideration. The summation
in the numerator and denominator, and the use of the logarithm at the end,
indicate that this formula estimates the "amount of information” that is created
by the interactions of the elements of the system.

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf
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Final explanation:

This formula generally estimates the information (or entropy) of a system
of elements, where for each -subsystem the interactions between all elements
within the group are considered. The formula takes into account the number of
possible combinations of elements, their interactions (via ), and uses a logarithm
to calculate the measure of information. The denominator normalizes the sum by
representing some form of "weights" or "scaling” for each combination.WmS;

Thus, the meaning of this formula is to calculate information about the
system taking into account the strength of internal relationships between all
possible pairs of basic elements in subsystems and the dependence on the
number of elements in these subsystems.

Let us rewrite expression (4) so that the number of combinations is
expressed through variables and simplify the expression for greater convenience
in carrying out numerical calculations.

Original formula:

m+Z er?jﬂsj,k
[ =log, ZZ m + C2, ’

m=1 i=

Where:

- — the number of combinations of by , is expressed as ,CiyWmCyy = (‘r’nv) =
W!
m!(W—-m)!

- is the number of combinations of 2, expressed as .C2,mC2, =
Rewriting the formula
1. Replace with .Ciy

(m) m(m 1)

w!

m!(W-m)!
m(m-1)

2. Replace with .C2,
Now the formula will look Iike this:

w m'(W m)!
( m+21m112k =j+1 S]k\
|2 -

m(m - 1) /

2

Simplifying the denominator
The denominator can be simplified:
mm-1) 2m+m(m-1) m*+m _m(m+1)
B 2 o2 2
Thus, the formula becomes:

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf
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w m'(W m)! \
=l z z m+ Y0 YR Sik
- 082 m(m + 1) '
2

The final expression for calculations (5):

I = log, (i mI(WEm)' Z(m + Z Xy —j+19j, k)\ (5)

m(m +1) /

Now expression (4) is written in terms of variables, where the number of
combinations is expressed explicitly, which simplifies its use for calculations.
3.2. Research of the expression for the amount of information
in the system taking into account the strength and sign
of the relationships between the basic elements
in subsystems
3.2.1. Dependence of the amount of information in the system
on the number of hierarchical levels in it with different
strengths of relationships between elements
We use the gamma function in expression (5) instead of the factorial, so
that we can make a step of changing the indices under the sum less than 1 (6).
To replace factorials with the gamma function, we can use the property:
n!'=T(n+1)
Then the number of combinations can be expressed through the gamma
function as follows:Cyy
cm rW+1)
W Tm+1) T(W-m+1)
This will allow us to use non-integer values for the variables and . Let us
rewrite expression (5) for using the gamma function: Wml

r(w+1)
w I'(m+1)-T(W-m+1)
=10 /z y o HmrIn zkm,k)\ ©
92 _ m(m+ 1) /
m=1 =1

The Python code below allows you to plot a 2D graph of the dependence
of at (Figure 1):IW0 <S;, <1
import numpy as np
' t matplotlib.pyplot as plt
from math import factorial, log2

def calculate I (W, Sjk=1):
I values = []
for w in range(l, W + 1):

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf
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sum outer =
for m in

= factorial (w) (factorial (m) * factorial(w - m))
sum_inner =

pair count = (m * (m - 1)) //

sum Sjk = pair count * Sjk
sum_inner += ** (m + sum_ Sjk)
sum outer += sum inner / (m * (m + 1))

I = log2(sum outer) if sum outer > else
I values.append(I)

return I values

W max =

Sjk values = np.arange (0,

.figure (

or Sjk in Sjk values:
I values = calculate I (W max, Sjk)
plt.plot ( (1, Wmax + 1), I values,

.Xlabel ("W")

.ylabel ("I")

.title ('T'padux 3aBUCUMOCTH
.legend ()

.grid (True)

.show ()

Ipacmk 3aBucmMocTy | oT W ANs pasHbiX 3HayeHni Sik (W = 20)

200 — Sk =00
sjk = 0.1
— sjk=0.2
1751 — sjk=0.3
— sjk=0.4
150 4 — Sik=05
sjk = 0.6
— sjk=0.7
125 1 sik = 0.8
— sjk=0.9
—100]— Sk=10
75
50
25 |
ol JE——
T T ‘ T T T ‘ T
2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

Figure 1. Graph of dependence onIW0 < §;, < 1
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3.2.2. Compliance with the principle of conformity

Let us check the fulfillment of the principle of correspondence for
expression (4) with expression (2), of which it is a generalization, which is
obligatory for more general theories. This means that when the strength of the
relationship in pairs of basic elements of subsystems (4) tends to 1, expression
(4) should asymptotically tend to (2).

The correspondence principle (or asymptotic approximation) suggests that
a complex system reduces to a simpler one under certain conditions. In your
case, the condition reduces to the fact that the element tends to 1, which means
that all interactions between elements are considered equal. Consider how
expression (4) will approach the simpler expression (2) under this condition.S;;

Original expression:

w Cw

m+Z er?jﬂsj,k
[ =log, ZZ m + CZ,

m=1 i=

Condition :S;; —» 1
When all elements tend to 1, then the sum over all pairs and in the
numerator becomes simply the number of possible pairs, that is:SijjkCEn

m-—1 m m-—1 m

m m(m—1)
Z 2 S“‘_’Z 2 1=(2)= 2
j=1 k=j+1 j=1 k=j+1

Let's substitute this into the original expression:
Substituting , we get:S;; = 1

w Cw m(m—l)
[ =log, ;Z m(m—l)

Let's simplify the expression:
In the numerator and denominator we have the same expressions that
cancel each other out:
w Cw

[ = log, ZZ

m=1 i=
Now inside the sum over , since is S|mply the number of combinations of -
elements from .i Y 1 = ClimW
So, the expression simplifies to:

w
[ =log, (2 C{{})

. m=1
Conclusion:
We got the expression:
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w
I =log, (2 CV“\}>,

m=1
which is what the original formula tends to for . This is the simpler
expression that takes into account only the number of combinations for each ,

and it is asymptotically obtained from the original formula.S;; —» 1Cym

This means that expression (4) is indeed a generalization of the systemic
generalization of Hartley's formula (2), taking into account the strength of the
relationships between the elements of the subsystems.

3.2.3. Asymptotic behavior of the expression for the amount of
information in the system taking into account the strength
and sign of the relationships between the basic elements
In subsystems

To analyze the asymptotic behavior of expression (4) with unlimited

increase in , we consider two of its cases: when for all and when .WS;, =
1],kS]k =0

1. Original expression:

w Cw

m + N YR Sik
[=log, Z Z m + C3
m

m=1 i=

Where:

- — the maximum value of the index,Wm

- — binomial coefficient,C{y (*")

- are the elements of the matrix that are either 1 or 0.5;, S
2. Case 1: for everyoneS;, = 1j,k

If , then the sum in the numerator takes on a value equal to the number of
pairs for each , which is . Thus, the expression for the numerator becomes:S;, =

. | (m-1)
1R B Sicd km(5) = =5 —

m(m — 1) m? —m
m + T =m+ 5
Now let's substitute this into the original formula:

w Cw m—m

[ = log, zz m+C2

m=1 i=
For large and , the quadratic and linear terms in the numerator and
denominator dominate. For simplicity, assume that for large we have:mWm
4 m?—m m?
2 2 _Im
m + C m 2
Now let's estimate the sum by:m
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w Cw

2. 2.2 Z( )7

m=1 i=1
When the sum over will dommate due to the high order of the binomial

coefficients, and the result will behave asymptotically as . Thus, the expression
for will have the asymptotics:W — comW?2I
I ~ log,(W?) = 2log,W.
3. Case 2: for everyoneS, = 0j,k
If, then the sum in the numerator is reduced to:S; = 0

Thus, the expression for the numerator is simply equal to , and then for
each we get:mm
w Cw

[ =log, ZZm+C2

m=1 i=

When the linear term in the numerator dominates. When the value is large
compared to the sum tends to 1, and thus will tend asymptotically to:W —
00 C2 ml

I ~log,(W).
4. Result:
- For all , the asymptotic behavior of expression (4) will be .S;c = 1j, kI ~
2log, W
- For all , the asymptotic behavior of expression (4) will be .S;c = 0j, kI ~
log,W

3.2.4. Numerical example
The numerical example is calculated based on expressions (2) and (5)

w
I = log, (Z c&&) (2)

m=1

w m'(W m)'

I = log, Z z 2(m+2 Py =j+1 Sik) (5)

m(m+ 1)

using the Python program below according to all numbered expressions for
W=5.

The matrix of the strength of the relationships between the basic elements
is filled with random numbers:
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import itertools
import math
import random

def combinations(n, m):
if m == or m == n:
return
return math.comb (n, m)

calculate interaction matrix (numbers) :
len (numbers)
interaction matrix = [[0] * n for  in range(n)]

for i in range(n) :
for j in range(i + 1, n):
interaction matrix([i] []] random.uniform (

interaction matrix[j] [i] interaction matrix([i] []]

for i in range(n):
interaction matrix[i][i] =

return interaction matrix

def normalize interaction matrix(interaction matrix) :
flat values = [interaction matrix[i][J] for 1 in
range (len (interaction matrix)) for j in
range (i, len(interaction matrix))]
min value = min (flat values)
max value max (flat values)

for 1 in range(len(interaction matrix)):
for j in range(i, len(interaction matrix)):
normalized value = (interaction matrix[i][J] - min value) / (

max value - min value) if max value != min value

interaction matrix[i][J] = normalized value
interaction matrix[j] [i] normalized value

return interaction matrix

))

interaction matrix = calculate interaction matrix (numbers)
normalized interaction matrix =
normalize interaction matrix (interaction matrix)

u/2024/09/pdf/03.




Hayunsrii xypuan Kyol'AY, Ne203(09), 2024 rox

def calculate T
total sum =
for m in (L, w+ 1):

_for S(jk values):

num_subsystems = combinations (W, m)

for in (num_ subsystems) :

num pairs = m *
sum S jk =
for 1 in (m) :
for j in (1 + 1, m):
sum_ S jk += jk values[i] []]

S total = m + sum S jk

avg S = S total / (m + num pairs)
total sum += avg S

return math.lggZ(totalisum)

* W for in
* W for in
[ [random.uniform (

I 2 zero = calculate I for S(S zero)
I 2 random = calculate I for S (S random)
I 2 one = calculate I for S(S one)

(combinations (W, m) for m in (L, W + 1))

oysa dopmy. (Bes yueTa 3em) \t{Iil:.4f}”)

IJIs oMy JIEL 2 (Bce S (J,k ) : \t{I 2 zero:.4f}")

g 1 2 (0 < S ], k) < \t{I 2 random:.4f}")
( \t{I 2 one:.4f}")

("\nMaTpuiia B3amMMOCBA3el GaB0BHIX SJEMEHTOB:")
row in normalized interaction matrix:
([£f"{value:.4f}" for value in row])

("\nllogcucremer: ")
level in (1, W+1):
subsystems = (itertools.combinations ( (1, W +
(f"\nlloncucTemer {level}-To ypoBHS uMepapxum:")
for i, subsystem in (subsystems, 1):
(f"Tloncucrema {i}: {subsystem}")

Below are the results of this program.
| for formula 1 (excluding connections):  4.9542
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| for formula2 (all S_(j,k) =0): 4.2479
| for formula2 (0<S _(j,k) <1): 4.7405
| for formula2 (all S_(j,k) =1): 4.9542

Matrix of relationships of basic elements:

['1.0000', '0.6941', '0.6946', '0.1886', '0.00007]
[0.6941', '1.0000', '0.2750", '0.3465', '0.02307]
['0.6946', '0.2750", '1.0000', '0.2341", '0.81097]
['0.1886', '0.3465', '0.2341", '1.0000', '0.7724"]
['0.0000', '0.0230", '0.8109', '0.7724", '1.00007]

Subsystems of the 1st level of hierarchy:
Subsystem 1: (1,)

Subsystem 2: (2,)

Subsystem 3: (3,)

Subsystem 4: (4,)

Subsystem 5: (5,)

Subsystems of the 2nd level of hierarchy:
Subsystem 1: (1, 2)

Subsystem 2: (1, 3)

Subsystem 3: (1, 4)

Subsystem 4: (1, 5)

Subsystem 5: (2, 3)

Subsystem 6: (2, 4)

Subsystem 7: (2, 5)

Subsystem 8: (3, 4)

Subsystem 9: (3, 5)

Subsystem 10: (4, 5)

Subsystems of the 3rd level of hierarchy:
Subsystem 1: (1, 2, 3)

Subsystem 2: (1, 2, 4)

Subsystem 3: (1, 2, 5)

Subsystem 4: (1, 3, 4)

Subsystem 5: (1, 3, 5)

Subsystem 6: (1, 4, 5)

Subsystem 7: (2, 3, 4)

Subsystem 8: (2, 3, 5)

Subsystem 9: (2, 4, 5)

Subsystem 10: (3, 4, 5)

Subsystems of the 4th level of hierarchy:
Subsystem 1: (1, 2, 3, 4)

Subsystem 2: (1, 2, 3, 5)

Subsystem 3: (1, 2, 4, 5)

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf
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Subsystem 4: (1, 3, 4, 5)
Subsystem 5: (2, 3, 4, 5)
Subsystems of the 5th level of hierarchy:
Subsystem 1: (1, 2, 3, 4, 5)
3.3. Generalized expression for the Hartley emergence
coefficient taking into account the strength and sign
of the relationships between the basic elements
in subsystems
Also, in the work [1], a quantitative information measure of the level of
systematicity (degree of emergence) of the system (3) is proposed, which is the
ratio of the amount of system information in the system (2) to the amount of
information in the set of basic elements of this system (1):

4
¥ =log, (Z CJ.,”) /log, W 3)

m=1
Let us generalize the expression for the Hartley emergence coefficient (3)
taking into account the relationships between the basic elements in the
subsystems (5):

w W
m+ynoiym. S
w=tog, [ Y Y TEES oS oy | @

m + C3,

m=1i=1

4. Discussion

The generalized formula for calculating information in a system
(expression (4)) proposed in this paper represents a significant expansion of not
only the classical Hartley formula (1), but also its previously proposed (E.V.
Lutsenko, 2002) systemic generalization (2), since it takes into account not only
the number of subsystems in the hierarchy, but also the strength of the
relationships between the basic elements in the subsystems.

It is important to emphasize that based on this model, the system is
considered as a multi-layer structure, where each level of the hierarchy and each
subsystem can have different characteristics of the relationships between the
elements.

Unlike classical Hartley information theory, which focuses exclusively on
the discreteness of elements and their possible states, the generalized formula
integrates additional parameters, such as the strength and sign of the
relationships between elements, which allows for more accurate modeling of
real systems. Within this model, the system is not reduced to a simple set of
discrete elements, but is a structure with interdependent parts, where the strength
of the connections significantly affects the overall level of information.

However, despite the complexity that the generalized model faces, it can
be used to more accurately describe not only natural but also artificial systems,
where the relationships between system components may be heterogeneous,

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf
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change over time, or depend on external factors. This opens up new
opportunities for research in the field of system information theory, especially in
the context of analyzing network structures, biological systems, or economic
models, where the interaction of elements has an important impact on the
dynamics of the system.

In addition, the generalized formula (4) is amenable to numerical analysis
using software tools, as shown in the example with Python code, which allows
us to practically study the dependence of the information level on various
factors, such as the number of elements in the system (W) and the strength of the
relationships between them. The constructed graphs of the dependence of
information on the number of hierarchy levels confirm that an increase in the
number of elements and the complexity of subsystems contributes to an increase
in the information level in the system. This, in turn, leads to a more complete
understanding of the processes of emergence in complex systems.

However, it is worth noting that the proposed model does not yet take into
account many possible factors, such as the dynamics of changes in relationships
over time, the influence of external factors, or more complex types of
interactions between elements. These aspects can be included in future
extensions of the model, which will allow obtaining more accurate results in
specific areas, for example, in the analysis of complex network structures or in
modeling interactions in biological systems.

The correspondence principle tested within the framework of the work
also confirms the correctness of the proposed model. When the strength of the
relationships tends to 1, the model really approaches the systemic generalization
of the classical Hartley formula (2), which is an important aspect of the
theoretical correctness of the generalized theory. In this sense, the proposed
work has significant value for further research, since it harmoniously combines
the classical theory with new, more complex ideas about systems and their
information characteristics.

Thus, the generalized expression for calculating information in a system
proposed in this paper (expression (4)) represents a significant expansion of both
the classical Hartley formula (1) and its systemic generalization proposed by
E.V. Lutsenko in 2002 (expression (2)). This expansion is important because the
new formula takes into account not only the number of subsystems in the
hierarchical structure of the system, but also the strength of the relationships
between the basic elements that make up these subsystems. Thus, the proposed
model allows for a more accurate assessment of the information characteristics
of complex systems, which is an important step toward taking into account the
structural and dynamic aspects of the interaction of system elements.

5. Conclusions, limitations and prospects

In this paper, a generalized expression for calculating the amount of
information in a system was proposed, taking into account not only the number
of elements and subsystems, but also the strength of the relationships between

http://ej.kubaqgro.ru/2024/09/pdf/03.pdf




Hayunsrii xypuan Kyol'AY, Ne203(09), 2024 rox 18

the elements of these subsystems. Generalization of Hartley's expressions based
on the system theory of information, as well as the introduction of the concept of
emergence and the proposed formula for calculating the strength of connections
between basic elements allow us to more accurately describe information
processes in complex systems.

However, despite significant achievements, the proposed model has a
number of limitations. In particular, at this stage it is impossible to take into
account all possible types of relationships between system elements, including
more complex forms of dependencies that may appear in real systems. In
addition, the proposed methodology requires improvement in terms of
computational algorithms, since the use of multiple sums and combinations
makes calculations very resource-intensive, especially with an increase in the
size of the system.

Prospects for further research include:

1. Refinement and expansion of the model: It is important to take into
account various types of relationships between elements, including nonlinear
and complex dependencies, which can lead to more accurate estimates of the
level of systematicity and emergence in real systems.

2. Developing more efficient computational methods: The use of
numerical modeling methods, such as graph-based and optimization methods,
will significantly speed up calculations and reduce resource consumption.

3. Application in various fields: The proposed model can be used to
analyze information in such fields as systems theory, ecology, economics, as
well as in the development of more accurate and adaptive models in the field of
artificial intelligence and machine learning, where it is important to take into
account the relationships and interactions between the components of the
system.

Overall, the generalization of the Hartley model taking into account the
relationships between system elements opens up new horizons for the analysis
and prediction of the behavior of complex systems and can become an important
tool in information and systems theory.
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