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CraTbsl MOCBsIIIEHa 000CHOBAHUIO TIOJIC3HOCTH
BBIPAOOTKH, OOCYKICHUS U PACTIPOCTPAHECHUS
CHUCTEMBI OCHOBHBIX TpeOOBaHMIi K pa3paboTke U
MPUMEHEHUIO CTATUCTHICCKUX METOJIOB aHAIIN3a
JAHHBIX, K UX OMHCAHUIO B ITyOJIMKAIIHAX,
JUICCepTalusaX U T.I. ABTOp B TeUCHHUE MOITyBEeKa
KOHCYJIbTUPOBAJI HAYYHBIX paOOTHUKOB pa3IHIHBIX
CHENHANTBHOCTEH, PEIIEH3UPOBAN UX CTATHU U KHUTH,
OIIIOHHUPOBAI JUCCEPTAIH. DTa JesITeIbHOCTD JAajia
BO3MOKHOCTH [MO3HAKOMHUTBCS C COTHIMHU KOHKPETHBIX
HCCIICIOBAaHMM, TIOCBSIIECHHBIX Pa3paboTKe U
MPUMEHECHHUIO CTATUCTHYCCKUX METOIOB. bbutn
BBISIBIICHBI Pa3HOOOpa3HbIC HEIOCTATKH MIPH
MPOBEACHUH UCCIICAOBAHUIA U MTyOJHKAIIMU UX
Pe3yIBTaTOB, KOTOPHIC MEMIAIOT X BOCHPHUATHIO, a B
psiie CiTydaeB CTaBsT ITOJI COMHEHHE aIeKBaTHOCTh
BEIBOZIOB. [103TOMY aBTOp TpHUIIIET K BEIBOIY O
1eN1eco00pa3HOCTH BHIPAOOTKH €CTECTBEHHBIX
TpeOoBaHUiT K MeToJaM 00pabOTKY TaHHBIX U
MPEICTABICHUIO PE3YJIETATOB CTATUCTHIECKOTO
aHanmu3a. HacTosmas cTaTes OCBAIIEH
MepPBOHAYAIEHOMY PAaCCMOTPEHUIO psiaa
hopmynrpoBOK Takux TpedoBaHuit. icxoaum u3
COBpPEMEHHOM NapajiurMbl IPUKIATHON CTATUCTUKU
(oCHOBaHHOI Ha HETIAPaMETPUUECKON U HEUHCIOBOM
CTaTUCTHKE), CMCHUBIICH MPUMHUTUBHYIO TAPAJIATMY
XIX B. u ycrapeBmiyto nmapaaurmy cepenuasl XX B.,
OCHOBAHHOW Ha MCIOJIH30BAHUH MMaPaAMETPUICCKIX
cucteM pacnpexaeneauit. [Ipu onmucannu n
00CYKIEHUH MPOIETyp CTATUCTUIESCKOTO aHAIIN3a
HAYMHATDH HAJIO C BEPOSTHOCTHO-CTATHCTHYECKUX
MOJIETIEN MOPOXKICHUS U3yIaeMbIX JaHHBIX. AHAIHN3
MHOT000pa3us MoJiesieil perpecCHOHHOI0 aHaIN3a
MPUBOJUT K BBIBOJLY, YTO HE CYIIECTBYET €IHHOM
"crargaptHON Moaenu". CorylacHO TEOPHUH U3MEPEHHUN
MIEPBBIiA II1ar MPH aHAJIN3E JaHHBIX - BBIABICHUC IIKAJ,
B KOTOPBIX OHU M3MepeHbl. CTaTHCTHYECKUE BHIBOIBI
JIOJDKHBI OBITh MHBAPUAHTHBI OTHOCHTEIIEHO

JIOITy CTUMBIX ITPpe0o0pa3oBaHuUil KT U3MEPEHUSL.
ITockonbKy pacmpeencHus peaabHbIX JaHHBIX
HCHOPMAaJBHBI, PEAIIOYTEHHS CICTyeT OTAaBaTh
HelrapaMeTpHIECKUM MeTo1aM. Bo3MokHOCTE
MPUMEHEHUS TTApaMETPHYCCKUX CEMEHCTB
pacnpeneeHnii J0JDKHBI ObITh THIATEIHHO
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The article is devoted to the substantiation of the
usefulness of developing, discussing and disseminating
a system of basic requirements for the development
and application of statistical methods for data analysis,
for their description in publications, dissertations, etc.
For half a century, the author advised scientists of
various specialties, reviewed their articles and books,
and opposed dissertations. This activity provided an
opportunity to get acquainted with hundreds of case
studies on the development and application of
statistical methods. Various shortcomings have been
identified in the conduct of studies and the publication
of their results, which hinder their perception, and in
some cases cast doubt on the adequacy of the
conclusions. Therefore, the author came to the
conclusion about the expediency of developing natural
requirements for data processing methods and
presenting the results of statistical analysis. This article
is devoted to the initial consideration of a number of
formulations of such requirements. We proceed from
the modern paradigm of applied statistics (based on
non-parametric and non-numerical statistics), which
replaced the primitive paradigm of the 19th century.
and the outdated paradigm of the middle of the 20th
century, based on the use of parametric distribution
systems. When describing and discussing the
procedures of statistical analysis, it is necessary to start
with probabilistic-statistical models for generating the
data under study. An analysis of the diversity of
regression analysis models leads to the conclusion that
there is no single "standard model”. According to
measurement theory, the first step in analyzing data is
to identify the scales on which they are measured.
Statistical inferences must be invariant under
allowable transformations of measurement scales.
Since the distributions of real data are non-normal,
preference should be given to non-parametric methods.
The possibility of using parametric families of
distributions must be carefully justified. When testing
statistical hypotheses, both the null and alternative
hypotheses must be specified. It is necessary to study
the stability of the conclusions drawn from the model
with respect to acceptable changes in the initial data
and assumptions of the model. Neural network
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o6ocuosana. [Ipu nposepke craructuueckux rumores  Mmethods of data analysis are part of applied statistics
JOJIZKHBI OBITh YKa3aHbl KaK HYJICBasA, TaK U

AIBTCPHATHBHASA T'MIIOTC3bI. HeO6XOILI/IMO N3Yy4YCHUC
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MOJ€JIM, OTHOCUTECIIBHO JOITYCTHUMBIX W3MEHEeHUN
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Introduction

It seems useful to develop, discuss and disseminate the basic requirements
for the development and application of statistical methods for data analysis, for
their description in publications, dissertations, etc. Why was this work
necessary? It would seem that there are many textbooks, and they should be
followed. However, it is often not possible to extract from textbooks and other
methodological literature specific recommendations for conducting and
preparing for publication of one's own work. In addition, we have to admit that
publications often contain errors that have been wandering from one publication
to another for decades. One of these errors is analyzed in articles [1, 2].

Constant consulting for half a century of scientific workers of various
specialties, reviewing their articles and books, opposing dissertations made it
possible to get acquainted with hundreds of specific studies on the development
and application of statistical methods. A critical analysis of the accumulated
material made it possible to develop a general approach to such studies and a
number of particular methods [3, 4]. In addition, as a result of such an analysis,
various shortcomings were identified in conducting research and publishing

their results, which interfere with adequate perception, and in some cases cast
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doubt on the validity of the conclusions. This substantiates our opinion that it is
expedient to formulate and discuss natural requirements for data processing
methods and presentation of the results of statistical analysis of specific data.

The first attempt to implement this idea was made in the
recommendations [5] and the report [6]. In the same vein, Appendix 3
“Methodology for Comparative Analysis of Related Econometric Models” was
prepared in [7, 8]. An attempt was made to single out the main characteristics of
the methods of applied statistics and to formulate requirements for these
methods (ie, for the values of the mentioned characteristics of the methods). For
example, one of the requirements is that statistical inferences must be invariant
under valid transformations of measurement scales.

In order to “standardize mathematical tools" (we use the terminology of
N. Bourbaki [9, p. 253]), it seems appropriate to start work on the certification
of statistical methods and related software packages, as well as training courses
and materials [10], the rules for preparing for the publication of theoretical and
practical research.

However, standardization is useful only when it is carried out by qualified
specialists, otherwise, instead of benefit, we have harm. An example is the sad
fate of the variety of standards for statistical methods of quality management,
most of which had to be canceled due to developer errors. This situation with
standardization is analyzed in detail in the article [11], and then in the textbooks
[7, 8]. Obviously, the draft normative document should be subject to careful
discussion based on analysis by highly qualified specialists. However, such
specialists prefer to do their own research.

This article is devoted to the initial consideration of a number of
formulations of requirements for data processing methods and the presentation
of the results of statistical analysis of specific data. With regard to classification

problems, such requirements were discussed in articles [12, 13], and the
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connection with controlling - in the report [14]. We proceed from the modern

paradigm of applied statistics, about which it is necessary to say a few words.

About the new paradigm of applied statistics

Statistical methods of data analysis are widely used by researchers in
various fields of science. The center of this toolkit is applied statistics, i.e. the
science of how to process data [3, 4]. Applications of applied statistics methods
in a particular field of activity give rise to the corresponding sciences. For
example, applications in economics and management (econometrics), biology
(biometrics), technical research (technometrics), chemistry (chemometrics),
medicine (evidence-based medicine), science and science management
(scientometrics), etc.

Let's discuss the paradigm shift in applied statistics. Under the paradigm
we understand the model of adequate activity in a particular field of science
adopted by the most qualified core of researchers. Let us discuss the change over
time in the foundations of the action model generally accepted by specialists in
the field of applied statistics and methods of data analysis, more broadly - in the
field of mathematical research methods.

Let's consider three paradigms actually used at the present time -
primitive, obsolete, modern. Primitive corresponds to the views of the XIX and
early XX centuries, obsolete - the middle of the XX century, modern - XXI
century.

Let us explain by the example of the actions of modern researchers who
adhere to one or another paradigm.

Starting from a primitive paradigm, naive (poorly familiar with modern
applied statistics) authors use the well-known calculation formulas of the
classical Student's t-test to test the statistical hypothesis that the expectation is

equal to 0 without any justification and believe that they are acting correctly.
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According to the outdated paradigm, at the beginning of the study, it is
accepted (usually without any justification, all the more rigorous) that the
measurement results have a normal distribution, then the classical Student's t-
test is applied (assuming the normal distribution of the measurement results
(observations, tests, analyzes, experiments) is justified ).

According to the modern paradigm, nonparametric methods (based on the
central limit theorem [4, 13]) should be used to test the hypothesis under
consideration, since it is well known that the distributions of real data, as a rule,
are not normal.

There is no doubt that the validity of statistical conclusions increases with
the transition from a primitive paradigm to an outdated one and then to a modern
one. Despite the progress in the development of applied statistics, all three
paradigms are currently used in the practice of scientific work in various fields.
Let us discuss how this affects the quality of research results and the quality of
scientific publications.

We state that the primitive paradigm is the cookbook paradigm. Persons
who adhere to this paradigm follow recipes compiled by someone without
thinking. The use of common software products without understanding the
applied methods can provoke such calculations. However, quite often the final
conclusions turn out to be useful from the standpoint of the applied area. But
sometimes they can be grossly erroneous. The danger of thoughtless use of
software products was warned by prof. V.V. Nalimov [16], an outstanding

researcher in the field of statistical methods.

From parametric statistics to non-parametric statistical methods

The outdated paradigm is the paradigm of the middle of the 20th century.
The views of the beginning of the 20th century froze in it, when the first results
of a new branch of science - mathematical statistics - were obtained. According

to the outdated paradigm, the sample elements are considered as independent
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random variables, the distributions of which are included in one or another
parametric family of distributions - normal, logistic, exponential, Weibull -
Gnedenko, Cauchy, Laplace, gamma distributions, beta distributions, etc. All
these families are included into a four-parameter family of distributions,
introduced by the founder of mathematical statistics K. Pearson at the beginning
of the 20th century. In order to streamline the results of measurements
(observations, analyzes, tests, experiments, surveys), he and his followers
adopted a working hypothesis, that the distributions of real data always coincide
with some element of his four-parameter family. Then the development of the
theory of parametric mathematical statistics began, in which the problems of
estimation and testing of hypotheses were solved for samples from certain
parametric families. A number of remarkable mathematical models and results
have been obtained, for example, related to the maximum likelihood method,
Student's, Pearson's (chi-square), Fisher's, Rao-Kramer's inequality, etc. The
multivariate normal distribution has proved to be very useful for the
development of regression and discriminant analyses. Apparently, because the
density of such a distribution at the point in which the problems of estimation
and testing of hypotheses were solved for samples from certain parametric
families. A number of remarkable mathematical models and results have been
obtained, for example, related to the maximum likelihood method, Student's,
Pearson's (chi-square), Fisher's, Rao-Kramer's inequality, etc. The multivariate
normal distribution has proved to be very useful for the development of
regression and discriminant analyses. Apparently, because the density of such a
distribution at the point in which the problems of estimation and testing of
hypotheses were solved for samples from certain parametric families. A number
of remarkable mathematical models and results have been obtained, for
example, related to the maximum likelihood method, Student's, Pearson's (chi-
square), Fisher's, Rao-Kramer's inequality, etc. The multivariate normal

distribution has proved to be very useful for the development of regression and
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discriminant analyses. Apparently, because the density of such a distribution at
the point The multivariate normal distribution has proven to be very useful for
the development of regression and discriminant analyses. Apparently, because
the density of such a distribution at the point The multivariate normal
distribution has proven to be very useful for the development of regression and
discriminant analyses. Apparently, because the density of such a distribution at
the pointYis a quadratic form in the Y coordinates, and the regression and
discriminant analysis algorithms correspond to the transformations of this
quadratic form with a linear change of coordinates.

Parametric mathematical statistics is devoted to the main content of the
textbooks on mathematical statistics that are common and at the present time.
Unlike the primitive paradigm, there is a rigorous mathematical theory that
allows, on the basis of the hypothesis that the distributions of the sample
elements are included in one or another parametric family, to obtain
computational algorithms and, based on them, useful practical
recommendations. However, this mathematical-statistical theory has a
fundamental drawback - the distributions of real data, as a rule, are not normal
and do not belong to Pearson's four-parameter family at all [13]. This assertion
is rigorously substantiated (see, for example, [17, 18]) and included in the
textbooks [3, 4].

In applied work, sometimes they try to check the normality or, for
example, the exponentiality of real data. It is often impossible to reject the
normality hypothesis. But this cannot be considered as a final confirmation of
the hypothesis that the distribution of the data under consideration is normal,
since for the same data it is usually not possible to reject one or another
hypothesis that the distribution of the data corresponds to another popular
distribution. The reason for this outwardly paradoxical phenomenon is obvious -
insufficient (small) sample size. For example, it is known that in order to find

out which distribution the analyzed data corresponds to - normal or logistic, at
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least 2500 observations are required [3, 4]. Real sample sizes are usually much
smaller.

Researchers with a mathematical mindset have continued to develop
parametric mathematical statistics in recent decades. In particular, relatively
recently it has been found that instead of maximum likelihood estimates it is
advisable to use one-step estimates, methods of confidence estimation for the
parameters of the gamma distribution, etc. have been developed [3, 4]. We state
that on the basis of parametric mathematical statistics, attempts have been made
to solve many applied problems in specific areas of research. But in a number of
cases, erroneous conclusions were obtained, although the proportion of such
cases is noticeably smaller than the reliance on a primitive paradigm.

Parametric statistics has been replaced by non-parametric statistics based
on a fundamentally different data generation model. In non-parametric statistics,
in contrast to parametric statistics, sample elements with numerical values are
assumed to have an arbitrary distribution function (in many cases, a continuity
condition is also added).

The development of parametric statistics has now reached such a level
that nonparametric methods can solve the same wide range of data analysis
problems as parametric methods. The advantage of nonparametric statistics over
parametric statistics is that there is no need to make unreasonable assumptions
about the form of the distribution function.

Nonparametric statistics also have disadvantages. One of them is
generated by the fact that real statistics quite often contain coincidences. The
fact is that if the distribution function of the elements of the sample is
continuous, as is customary in non-parametric statistics, then the probability of
coincidence of two or more elements of the sample is 0. One of the reasons for
the discussed contradiction is that the properties of the pragmatic numbers used
to record the results of measurements ( observations, tests, experiments,

analyzes, surveys) differ from the properties of mathematical numbers (for
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example, pragmatic numbers are written using a finite number of digits, and
almost all real numbers require - in theory - an infinite number of digits).
Approaches toanalysis of coincidences when using non-parametric statistical
methods, allowing to partially remove the contradiction under consideration[19].

In favorpositive side of parametric statisticslt should be noted that in some
cases parametric methods make it possible to detect and preliminary study
important effects of nonparametric statistics. So, it was already noted above that
the distributions of real data, as a rule, are not normal. However, the
mathematical apparatus in the case of normality is often simpler. According to
an outdated paradigm, multivariate normal distributions are widely used in
mathematical statistics. It is for such distributions that explicit formulas for
various characteristics have been found in multivariate statistical analysis,
primarily in regression formulations. This is due to the fact that the theory of
quadratic forms in Euclidean space is deeply developed (quadratic forms are in
the power of the exponent describing the density of the multidimensional normal

distribution).

Modern paradigm of applied statistics and systemic fuzzy interval
mathematics

The modern paradigm of applied statistics and, more broadly, of
mathematical research methods is presented in [15, 21 - 27]. It is based on the
application of non-parametric and non-numerical statistics methods. Brief
information about nonparametric statistics is given in the previous section.

The core of applied statistics in21st century became the statistics of non-
numerical data (statistics of objects of non-numerical nature, non-numerical
statistics), which allows a uniform approach to the analysis of statistical data of
an arbitrary nature.

We call the modern paradigm of mathematical research methods here

new, although its foundations were formed back in the 1980s, when, during
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preparations for the creation of the All-Union Statistical Association (the
founding congress was held in 1990 [28]), it was necessary to analyze the state
and prospects of applied statistics.

We state that to date, theoretical research in applied statistics is carried out
mainly in accordance with the modern paradigm. This is evidenced, for
example, by the results of the analysis of articles published in the section
"Mathematical Research Methods" of the journal "Industrial Laboratory.
Diagnostics of Materials" in 2006 - 2015.[29]. (It should be noted here that this
section is the key one in the field of theoretical work on applied statistics. Since
its inception in 1962, more than a thousand papers on applied statistics have

been published in it.) statistics published in this section.

Our work, devoted to the identification of a new paradigm of applied
statistics, served as the basis for the creation of a new promising direction in
theoretical and computational mathematics - systemic fuzzy interval
mathematics. revealing one of the sides of the new paradigm. Its main idea is the
transition from classical real numbers as the basis of mathematics to pragmatic
numbers with a finite number of gradations, to fuzzy and interval numbers. The
key publication is the monograph [31] of 2014, which aroused considerable
interest among the scientific community. Its continuation is the monograph [32]
devoted to the works of the authors for 2014-2021. The value of systemic fuzzy
interval mathematics for mathematics in the XXI century is disclosed in articles
[33, 34]. Let us point out several publications on this new promising direction of
theoretical and computational mathematics, which we consider as the basis of
mathematics of the 21st century [35 - 37].

We have to state that at present a significant proportion of applied work is
carried out in the tradition of outdated or even primitive paradigms. It is
inappropriate to indiscriminately deny such works. They may be useful in

specific areas. However, it is indisputable that the transition to the modern
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paradigm of applied statistics will raise the scientific level of research, and will
also provide important results in specific areas. Unfortunately, many researchers
involved in data analysis, including developers of software products on this
subject, are not familiar enough with non-parametric and non-numerical
statistics [30]. It is necessary to disseminate information about the modern
paradigm of applied statistics more widely.

Reliance on the approaches and results of non-parametric and non-
numerical statistics is one of the main requirements for statistical methods of

data analysis. Let's expand on this statement.

The role of probabilistic-statistical data models

The first stage in the development and application of applied statistics
methods is the selection and justification of probabilistic-statistical data models.

When describing, applying and discussing certain procedures for
analyzing statistical data, attention is usually focused on the calculation
formulas. Indeed - without formulas it is impossible to carry out calculations.
However, the calculation algorithms are based on probabilistic-statistical models
for generating the data under study. It is with these models that one must begin -
both when conducting a study and when describing it.

For example, in works on applied statistics, naive authors usually
understand a sample as a finite sequence of numbers. Qualified researchers in
most cases use the most common sampling model, according to which the
measurement results are considered as a finite sequence of realizations of
independent identically distributed random variables [3, 4], modeling the results
of measurements (observations, tests, experiments, analyzes, surveys).

If the general distribution function of these random variables is arbitrary,
then it is necessary to turn to the methods of nonparametric statistics. For real
data, coincidences of results are quite common. Therefore, in such cases,

deviations from the nonparametric model are observed. As noted above, a model
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for analyzing coincidences in calculating the values of nonparametric rank
statistics was proposed in [19]. The interval data statistics as a component of
non-numerical statistics was created to handle rounded and matched data [3, 4].

Note the persistence of prejudices. As already noted, the notions
corresponding to the outdated paradigm of applied statistics that the distribution
function of measurement results belongs to one of the popular families of
continuous distribution functions - normal, logarithmically normal, exponential,
Weibull-Gnedenko, gamma distributions, beta distributions, and etc. For
samples from such families, methods for estimating parameters and testing
statistical hypotheses were developed and studied in the last millennium. This
set of methods has firmly taken its place in textbooks on probability theory and
mathematical statistics, executed in the spirit of an outdated paradigm.

However, parametric statistics is also developing, but outdated views are
stable. For example, the use of the maximum likelihood method is still
promoted, although one-step estimators have just as good properties as
maximum likelihood estimates. In some cases, the system of maximum
likelihood equations does not have an explicit solution in the form of final
calculation formulas, and it is recommended to find the corresponding estimates
using one or another iterative method. Their convergence is generally not
studied, although there are examples in which the lack of convergence has been
demonstrated. Meanwhile, one-step estimates are calculated by finite formulas,
without any iterations [3, 4].

The inclination of theorists in the field of mathematical and applied
statistics to use is noticeable. multivariate normal distributions. It is for such
distributions that explicit formulas for various characteristics have been found in
multivariate statistical analysis, primarily in regression. According to our expert
assessment, the reason is that such theorists manage to use the well-developed

theory of quadratic forms in linear algebra.
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It has long been established that the distributions of almost all real data
are not normal (Gaussian). This statement is well substantiated experimentally
with a thorough analysis of the results of measurements of various quantities
[17, 18]. They also put forward theoretical arguments to justify the use of the
normal distribution. Thus, it is argued that the dependence of the value of a
random variable on many factors entails normality. Sometimes they increase the
validity of such a judgment by adding that the factors are independent and
comparable in magnitude to random variables. However, closeness to the normal
distribution can only be expected if the additive data generation model is
correct, when the factors are added (this statement follows from the Central
Limit Theorem of probability theory). If the random variable is formed by
multiplication (multiplicative data generation model), then its distribution is
(asymptotically) logarithmically normal, not normal. If the model of the
"weakest" link (or "strongest”, record) is valid, i.e. the value of a random
variable is equal to the extreme member of the variational series of factor values
(respectively, the minimum or maximum), then we have the Weibull-Gnedenko
distribution in the limit. This fact was established by B.V. Gnedenko in the
1940s, which explains the name of the family of distributions under
consideration (although the family itself was previously used by W. Weibull).
The development of statistical methods is traced in the monograph [38]. If the
model of the "weakest" link (or "strongest", record) is valid, i.e. the value of a
random variable is equal to the extreme member of the variational series of
factor values (respectively, the minimum or maximum), then we have the
Weibull-Gnedenko distribution in the limit. This fact was established by B.V.
Gnedenko in the 1940s, which explains the name of the family of distributions
under consideration (although the family itself was previously used by W.
Weibull). The development of statistical methods is traced in the monograph
[38]. If the model of the "weakest" link (or "strongest”, record) is valid, i.e. the

value of a random variable is equal to the extreme member of the variational
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series of factor values (respectively, the minimum or maximum), then we have
the Weibull-Gnedenko distribution in the limit. This fact was established by
B.V. Gnedenko in the 1940s, which explains the name of the family of
distributions under consideration (although the family itself was previously used
by W. Weibull). The development of statistical methods is traced in the
monograph [38]. which explains the name of the family of distributions under
consideration (although the family itself was previously used by W. Weibull).
The development of statistical methods is traced in the monograph [38]. which
explains the name of the family of distributions under consideration (although
the family itself was previously used by W. Weibull). The development of
statistical methods is traced in the monograph [38].

Using a model based on the family of normal distributions can be
compared to searching under a bright lantern for keys lost in dark bushes.
Obviously, it's easier to look under the lantern. You can show activity. However,
it is impractical to hope for a favorable outcome of the search for keys.

It follows from the above methodological analysis that it is necessary to
use non-parametric models for the distributions of measurement results. Note
that the possible values for the measurement results, as a rule, have a priori
minimum and maximum (for example, corresponding to the limits of the scale,
fixed in the technical passport of the measuring instruments). In other words, the
distributions are finite. Consequently, all moments of the considered random
variables exist, and their sample analogs can be used in calculations. This
remark allows us to get rid of some necessary conditions in the limiting theory
of mathematical statistics.

From the foregoing, the following requirement for statistical methods of
data processing follows: if, for any reason, the researcher wishes to apply a
parametric family of distributions, its use must be carefully justified by testing
the statistical hypothesis of agreement with both the considered family and

alternative families.
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The role of probabilistic-statistical models in multivariate statistical
analysis

Let's start with one of the main sections of multivariate statistical analysis
- with regression analysis. Several basic types of regression models are used.
Let's discuss the simplest setting - one independent variable and one
independent variable. Let us briefly characterize the main models used.

Often, least squares models with a deterministic independent variable and
parametric dependence (linear, quadratic, etc.) are used. It is natural to assume
that the distribution of deviations is arbitrary (i.e., consider a non-parametric
model). The derivation of the limit distributions of the parameter estimates and
the regression dependence is based on the Central Limit Theorem and the
linearization theorem|[3, 4].

A fundamentally different type of models is based on a selection of
random vectors. In most cases, the dependence is parametric, the parameters are
estimated from sample data. It is natural to assume that the distribution of a two-
dimensional vector is arbitrary. It is possible to talk about the estimation of the
variance of an independent variable (unlike the dependent one) only in a model
based on a sample of random vectors, as well as about the coefficient of
determination as a criterion for the quality of the model, otherwise fundamental
errors are possible [39].

Another type of regression analysis models,based on a sample of random
vectors- non-parametric regression, in which both the dependence and the
deviations from it are non-parametric. Dependence (as a conditional mean) is
estimated using nonparametric estimates of the distribution density of a random
vector.

Another option is a model in which the trend is linear, and the periodic
and random components and deviations from them are nonparametric. It is

intermediate between the two just discussed.
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In models of the following type, there are small errors both in the values
of the dependent variable and in the values of the independent variable. It is
natural to describe the values of variables by intervals. In the last century, this
section of applied statistics, dedicated to models of this type, was called
confluent analysis; now it is included in the statistics of interval data [3, 4, 31,
40, 41].

Further development of the above classification of regression analysis
models is possible. So, it is usually accepted that errors (errors, residuals) are
independent identically distributed random variables. It is possible to waive both
the requirement of the same distribution and the requirement of independence.

So, if the root-mean-square error is proportional to the measured value,
then we come to the need to minimize not the sum of squared differences
between the values of the dependent variable and the function of the
independent variable, but another optimization criterion. Namely, the quotients
of dividing the indicated quantities by the values of the function of the values of
the independent variable are squared. In other words, in the method of least
squares, it is necessary to replace absolute deviations with relative ones[42].

Instead of the sum of squared deviations, you can use other formulations
of the optimization problem, for example, to minimize the sum of deviation
modules (the method of least modules) or the maximum (modulo) deviation (the
minimax method).

Problems adjoining regression analysis smoothing time series and
statistics of random processes, in which deviations from the function of time are
dependent (in contrast to regression analysis, in which such deviations are
independent random variables). In other words ,when modeling time series, it is
quite natural to abandon the requirement of independence of errors. Moreover,
since the dependence between the values of the random function on time, as a

rule, decreases with increasing distance between the measurement moments,
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then the independence of the errors can be postulated only when the
measurement moments differ significantly from each other.

It is possible to describe errors not by random variables, but by fuzzy
numbers, a special case of which are intervals, which have already been
discussed above.

We do not attempt to describe all the various formulations of regression
analysis. This requires monographs like [43]. However, the above brief analysis
of the variety of regression analysis models leads to the conclusion that there is
no single "standard model" [44]. Therefore, when solving and describing the
problem of recovering dependence, it is necessary to start with the choice and

justification of one or another probabilistic-statistical model for generating data.

Measurement theory as a basis for building probabilistic-statistical
models

According to modern views, when conducting a statistical analysis of
data, it is necessary to proceed from the theory of measurements [3, 4, 31, 40,
41]. According to this theory, the first step in analyzing data is to identify the
scales on which they are measured. The main requirement is that the statistical
methods used must correspond to the scales in which the data are measured.

Let's take an example. Statistical inferences based on the calculation of
averages must be invariant under the allowable transformations of the
measurement scales of statistical data. It is proved that for data measured on an
ordinal scale, only a finite number of functions from the measurement results,
namely, members of the variation series, can be used as average values. With an
odd sample size - the median, and with an even - the left median or the right
median. The use of, for example, the arithmetic mean or geometric mean is
unacceptable. As a consequence, since ranks or scores commonly used in
applied research are usually measured on an ordinal scale, the arithmetic mean

cannot be calculated for them. In particular,[44].
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The main requirement is that statistical inferences based on the calculation
of certain statistics (functions of measurement results) must be invariant with
respect to acceptable transformations of data measurement scales. Consequently,
researchers in the field of the theory of applied statistics face the primary task:
for each scale they use, find out which data analysis algorithms from the family
of algorithms they consider can be used in this scale. The conclusions regarding
the use of the Cauchy family of means are briefly described above.

The inverse problem is also important - for a certain data analysis
algorithm to find out in which scale it can be used. It has been found that
Pearson's linear pair correlation coefficient corresponds to the interval scale,
while Spearman's and Kendall's nonparametric rank correlation coefficients are
aimed at studying the relationship of ordinal variables.

Based on the theory of measurements, let us briefly consider a fairly well-
known method of analyzing hierarchies. The input data in this method are the
results of paired comparisons, they are measured in ordinal scales. And the
results of calculations by the method of analysis of hierarchies are expressed in
the scale of intervals, according to the enthusiasts of this method. From the point
of view of measurement theory, this is unacceptable. The results of the
calculations (statistical inferences) must be measured on the same scale as the
original data. Therefore, from the point of view of measurement theory, the
method of analysis of hierarchies should not be used. We recommend using
adequate methods for analyzing expert assessments, in particular, the methods of
arithmetic mean ranks, median ranks, and matching of clustered rankings [46,
471].

Training samples in problems of diagnostics and neural networks
When discussing the ideas and results of this article, it was noted that it is
quite natural to extend the developed requirements to an adjacent (closely

related) area - neural network data processing. Given the significant
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interpenetration of probabilistic-statistical and neural network methods, this
seems to be very useful.

In our opinion, we should start with a discussion of terminology [48].
How do applied statistics and neural network methods compare?

In order to implement this idea, let us consider, as a basic example, the
relationship between applied statistics and neural network data processing in the
field of mathematical classification theory [49]. There are three sections in this
theory - the construction of classifications, the study of classifications, the
application of classifications [3, 4]. If the study of classifications is usually
considered part of the statistics of non-numerical data, then the other two areas
have very different names in the literature.

Synonyms for the concept of "building classifications”, in our opinion, are
as follows: cluster analysis (the full form of the term is cluster analysis), pattern
recognition without a teacher, typology, taxonomy, grouping, classification
without a teacher, dichotomy ... The author came to this conclusion in the result
of the analysis of hundreds of papers using the listed terms.

Similarly, synonyms for the term "application of classifications" are:
methods of discrimination (discriminant analysis), in one of the most common
variant - mathematical methods of diagnostics, pattern recognition with a
teacher, automatic classification with a teacher, statistical classification ...

Here, the "teacher" is understood as the methods of constructing decision
rules based on training samples. It is assumed that for each of the classes there is
a training sample, i.e. a selection of elements from this class. Based on the
training samples, a decision rule is built on which class to attribute the newly
arriving object to.

When we talk about unsupervised algorithms, this means that we are
talking about building a classification based on the analysis of data from a single

training sample, for the elements of which it is not indicated which class this
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element belongs to. Unsupervised algorithms are based on certain measures of
proximity between elements (indicators of difference).

Currently, "neural networks" is a very popular term. We are talking about
various mathematical models (as well as algorithms developed on their basis,
their software or hardware implementation), built by analogy with the networks
of nerve cells of a living organism. The first such models were developed in the
middle of the 20th century. in the study of processes occurring in the human
brain. An attempt was made to model these processes (at the level of knowledge
of that time). It is now known that the human brain works differently, suggest
neural network enthusiasts.

With a careful analysis of the main ideas of neural network methods, it
becomes obvious that these models are primarily intended for solving
classification problems based on the analysis of training samples. In other
words, the classical problems of classification theory are not solved in the same
way as they were done earlier in applied statistics.

The theory of mathematical statistics makes it possible to compare
classification algorithms by quality. For diagnostic problems, it is advisable to
carry out a comparison based on the predictive power of the algorithm [50, 51].
It turns out that neural network algorithms, as a rule, are not optimal. For
example, it has been proven in classification theory that for assigning a newly
arriving object to one of two classes given by training samples, the decision rule
based on nonparametric estimates of the probability distribution densities
corresponding to the classes is (asymptotically) optimal [3, 4, 49]. Neural
network methods cannot give a better result than this decision rule.
Unfortunately,

We come to the conclusion that neural networks, pattern recognition
methods, and, for example, genetic algorithms are other names for a number of
long-developed sections of applied statistics (statistical methods for data

analysis) [52, 53]. Through the efforts of journalists and publicists who are not
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very versed in the ideas and scientific results of applied statistics, the new
terminology has become the center of attention of the scientific community. This
happened for non-scientific reasons, which are revealed in the final part of the
article [48].

conclusions

This article substantiates the need to develop a system of requirements for
statistical models and methods in their creation, application and teaching,
including their description in scientific and methodological publications.

We emphasize that, first of all, a probabilistic-statistical model of data
generation should be presented and justified. A useful analysis of the
hierarchical structure of the concept of "model” and potential sources of errors
in the construction, study, application and teaching of probabilistic-statistical
models of real data is presented in the article [54].

Let us briefly formulate a number of requirements for statistical methods
analyzed above.

Since almost all distributions of real data are non-normal, preference
should be given to non-parametric formulations. The possibility of using
parametric families of distributions must be carefully justified.

In accordance with the theory of testing statistical hypotheses, not only
the null hypothesis, but also the alternative one should be indicated, only then it
is possible to discuss the power of the criterion.

It is necessary to study the stability of the conclusions obtained on the
basis of the organizational and economic model with respect to acceptable
changes in the initial data and model assumptions [55]. In particular, statistical
inferences must be invariant under allowable scale transformations.

Substantiation of the main requirements for statistical methods of data
analysis on the example of classification problems (diagnostics and cluster

analysis) is devoted to the corresponding sections of works [3, 4, 52, 53].
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A number of further publications will be devoted to the problems of
developing a system of requirements for statistical models and methods. The

author is grateful to Prof. IN. Tolcheev for helpful remarks.
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