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OKOHOMETpHKA - BaYKHASI COCTaBHASA YaCTh MaTEMAaTH-
YECKHX, CTATHCTUIECKHX U HHCTPYMEHTAIbHBIX METO-
JIOB SKOHOMUKH. O/IHA 13 OCHOBHBIX 3a]1a4 YKOHOMET-
PHKH - OLICHUBAHHE TTAPAMETPOB MO BEIOOPOYHBIM
JAaHHBIM. B HacTosIe# cTaThe paccMaTPUBAIOTCS Me-
TOJIBI CTATUCTHYCCKOTO aHaJi3a BEIOOPOK 13 OeTa-
pacrnpenenenus. CeMeicTBO TaKuX pacipeesieHui -
OJTHO U3 TTAPaMETPHUIECKIX CEMEUCTB, KOTOPHIE 0ObIU-
HO TIEPEYHCIIAIOTCS B YIeOHUKaX M CIIPaBOYHUKAX IO
Teopuu BeposiTHocTel. beTa-pacnpeneneHus ucmob-
3YIOTCS IIPH PEIICHUHN 33429 SKOHOMHKH H yIIpaBlie-
HUS, B YaCTHOCTH, B CETEBOM IUTaHUpOBaHUA. OTHAKO
METOBI OIICHUBAHUS MMapaMeTPOB TAKUX paclpeiene-
HUI 110 SMIIUPUYCCKUM TAaHHBIM TPEOYIOT AajbHEHIIIe-
ro pa3BUTHA. TOYCUHBIC OIICHKHU TapaMeTpoB OeTa-
pacrpeielieHus] MeTOJIOM MOMEHTOB TIPUBOJISATCS B
autepatype (XoTst u 6e3 BriBoza). C Lesbio mocTpoe-
HUSL IOBEPHUTEIIbHBIX UHTEPBAJIOB (T.€. HHTEPBAIBHBIX
OLIEHOK MapaMeTPOB) 1eJIeCO00Pa3HO YMETh HAXOIUTh
ACHMITTOTHYECKHE PACTIPEICTICHUS TOUCUHBIX OIIEHOK.
Hacrosimas craThs NOCBALIEHA PELIEHUIO 3TOH 3aaa-
4yu. B Hell BIiepBbIe HAMIEHBI pacpeieNICHUs] OLIEHOK
nmapamMeTpoB OeTa-pacTpefeIeHus, TOTydeHHBIE METO-
oM MOMEeHTOB. OHH SIBIITIOTCS. aCHMITOTHYECKH
HOpManbHBIME. [IpeienbHbIe pacipeeICHUs SBISIOT-
Csl aCHMITOTHYCCKU HOpMATBHBIMU. OHU MOJTYYCHBI
METOJIOM JIMHEapU3anuu (IyTeM BbLICIECHHS TJIaBHOTO
JIMHEHHOTO YJICHA NPU U3YyYCHHUU TPUPAIICHUS QYHK-
UK OT BEIOOPOYHBIX MOMEHTOB. [IpuBe/ieH unciieH-
HBIN TIPUMEP TOUYCYHOTO M UHTEPBAILHOTO OLICHHUBA-
HUS TapaMeTpoB OeTa-pacmpeneneHus. PaccmoTtpeno
prMeHeHHe OeTa-pacipeelIeHus B CETCBOM IUIaHH-
POBaHUM IIPH OLIEHKE MPOIOIKUTEIEHOCTH OIBITHO-
KOHCTPYKTOpPCKHX pabot. McciemoBanus menecooo-
pa3Ho poxoKuTh. LlenecoobpazHo MpUMEHHUTH Me-
TOJl MOMEHTOB IS IPOBEPKH CTATUCTHYECKUX THITO-
Te3 (B TOM YHCIIE TS IPOBEPKH COTJIACHSI OMITUPUYE-
CKHUX JITAaHHBIX C CEMEWCTBOM OeTa-pacipeie/ieHuil),
Heobxoaumo mpoaHaau3upoBaTh CBOWCTBA OI[CHOK
METOJIa MAaKCUMAaJIbHOTO MPaBA0NOA00us U pa3pabo-
TaTh aJTOPUTM MOJTYYCHHUS OJHOIIATOBBIX OI[CHOK.
3aciayXMBaeT BHUMAaHU MPOOJIeMa MPAKTHICCKOTO
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Econometrics is an important part of the matherahtic
statistical and instrumental methods of econontice
of the main tasks of econometrics is the estimation
parameters from sample data. This article discusses
methods for statistical analysis of samples froen th
beta distribution. The family of such distributioiss
one of the parametric families that are usuallgtsn
textbooks and reference books on probability theory
Beta distributions are used in solving problemsa-
nomics and management, in particular, in network
planning. However, methods for estimating the param
eters of such distributions from empirical datauieg
further development. Point estimates of the pararset
of the beta distribution by the method of momemés a
given in the literature (although without a deriga).

In order to construct confidence intervals (thatris
terval parameter estimates), it is advisable talile to
find asymptotic distributions of point estimateidr
article is devoted to solving this problem. Infd the
first time, distributions of estimates of beta-
distribution parameters obtained by the method of
moments are found. They are asymptotically normal.
The limit distributions are asymptotically normal.
They are obtained by the linearization method by e
tracting the main linear term when studying theénc
ment of a function from sample moments. A numerical
example of point and interval estimation of thegoas
eters of the beta distribution is given. The usbeif
distribution in network planning when estimating th
duration of development work is considered. Itds a
visable to continue research. It is advisable fap
the method of moments to test statistical hypothese
(including checking the agreement of empirical data
with a family of beta distributions), It is necessto
analyze the properties of the maximum likelihood
method estimates and develop an algorithm for obtai
ing one-step estimates. when planning development
work, more generally, when applying statistical Inet
ods of network planning and management, including
the modern version of the PERT system and its varie
ties in the management of production military aed r
search projects
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UCIIOJIb30BaHUsI OeTa-pactpeielIiCHHs, B TOM YHCIIC
NPY TUIAHUPOBAHUU OMBITHO-KOHCTPYKTOPCKUX padoT,
Oonee 00110, MPU MPUMEHEHUH CTATUCTHIECCKIX METO-
JIOB CETEBOTO IIAHUPOBAHUS U yIIPABICHHS, B TOM
4yucie coBpeMeHHoro BapuanTa cucteMbl [IEPT u ee
Pa3sHOBHUAHOCTEH TPH YIPABICHUHN IIPON3BOACTBEH-
HBIMH M HAy9HO-HUCCIIEJOBATEIIECKUMH ITPOEKTaMH
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I ntroduction

Econometrics is an important part of the matherajtistatistical and
instrumental methods of economics. One of the nesks of econometrics is
the estimation of parameters from sample data. @ttisle discusses methods
for statistical analysis of samples from the besarithution. The family of such
distributions is one of the parametric familiesttage usually listed in textbooks
and reference books on probability theory. Bet&ibistions are used in solving
problems of economics and management, in particutanetwork planning.
However, methods for estimating the parametersuch distributions from
empirical data require further development. Posgtingates of the parameters of
the beta distribution by the method of moments gikeen in the literature
(although without a derivation). For the purposecohstructing confidence
intervals (i.e. interval parameter estimates) iexpedient to be able to find
asymptotic distributions of point estimates. Thiscke is devoted to solving this

problem.

Problems of Statistical Analysis of Samples from the Beta
Distribution
Random valu¥has a beta distribution if it takes values betwéemd 1

and its probability density is:
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1
B(p.q)

f(x) =fO;p,q) = P 1-x0)"0<x <1, (1)

where the parameters p and g are positive and

r(p)r © -1 -
B(p,q) = o, (@) = [y e dy, (2)

and f(x) = 0 for x outside the segment [0, 1]. Thhe beta distribution is given
by two parameters p and q and is determined uspegia mathematical
functions - the gamma functiog)and beta featurgp, q).

The beta distribution is one of the basic distidmns of probability theory.
Basic information about it is included in the refece books on probability
theory and mathematical statistics [1 - 3]. Howeweethods for estimating
parameters and testing hypotheses for samplestfrerbeta distribution are not
sufficiently represented in the literature.

Indeed, comparable with similar methods for thengea distribution [4].
For it, point estimates by the method of momentsl dneir asymptotic
distributions were found, which made it possibletmstruct interval estimates
for the parameters of the gamma distribution anthads for testing hypotheses
about the values of the parameters. A similar rebgarogram has been carried
out for asymptotically optimal one-step estimatésdistribution parameters
(which are used in modern applied mathematicaissitzgt instead of maximum
likelihood estimates). These results were includedour prepared GOST
11.011-83. Let us note the approach obtained tatethe basis of statistics of
interval data and the method for checking the ages# between empirical data
and the gamma distribution.

Although studies on the statistical analysis ofigles from the beta
distribution are ongoing (see, for example, [5-@ply point estimates of the
method of moments have been obtained [2, 5]. Tlikws devoted to research
in order to obtain scientific results that corresppdo those previously proven
for the gamma distribution.
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Point estimates of the parameters of the beta distribution by the
method of moments

LetX- a random variable with a beta distribution witbndity (1). The
moments of the random variable X are expressedrmg of the parameters p
and g as follows [1, p.145]:

MEx) = M(x?) = 2D

+q’ (p+q)(p+Q+1)'_(4)
_ P9
btx) = (p+a)%(p+q+1)
Note that according to (4)
M(x?) =2 M(X).(5)
Using (4) - (5), we express the parameters of ttemdom

variablexthrough her moments. According to the formula foatmematical

expectation

_ p(@-M(x))
T M) (6)

Substituting (6) into (5), we obtain

M(X?) = #MM(X)-G)

M(X)

Because the

p(1-MX)) _ P p
mx P Tmm P T uey (8)

p+

then from (7) it follows that

M(x?) = Z5-Mx). (9)

M(X)

We multiply both sides of equality (9) by the demoator of the right side of
(9), we get that
Mx?) (1+:2=) = (@ + DM(x).(10)

M)

Let's expand the brackets in (10):

M(x?) + 550 — pmx) + MEx). (10)

Hence,

M(X?)
M(X)

Mx?) - MX) =p (M(x) - 252).(eleven)

We get the expression of the parameter p througimihal moments:
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_ M&AH-MEX) _ (MX)-MX*)M(X)

M(X)—% T MEX)-(M(X))?

. (eleven)

According to (6)

_ (M)-MEXH)A-MX)) _ (MX)-MX*))A-M(X))
9= "uen-meye D(X) (12)

Formulas (11) and (12) make it possible to cowstestimates of the
method of moments for the parameters of the bettilglition. To do this, it
suffices to replace the initial moments on the trigéind sides of these formulas
by their sample estimates.

Because the

M(X?) = D(X) + (M(X)?),(13)
then in formulas (11) - (12) it is possible to usgpersion instead of the second
initial moment. We get:
p = M(X) {W’S{—)‘(’;’("” - 1},(14)
q = (1- MO0 {FRE2 - 1].(15)

Letx,, x,,.., X,-independent identically distributed random variablhose
distribution function is a beta distribution withaqameters p and g. As an
estimate of the mathematical expectation M(X), wdél wse the sample
arithmetic mean

X = Ltfetetin (16)
and as an estimate of the variance D(X) - the sanguliance
2= (X — X)2. (17)

Substituting into (14) and (15) instead of the meatatical expectation

and variance of their estimates (16) and (17), btaio estimates for the method

of parameter momergand q:

p * Y{Y(lz_?) - 1},(18)

N

g*(1-X) {?(;7) - 1}.(19)

It is in this form that the estimates of the metlebanoments for the parameters
of the beta distribution are given in [2, p.75]n& we did not find the
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derivation of formulas (18) - (19) in the availabiieerature, we considered it
useful to analyze in detail the derivation of thEsenulas.

The sample arithmetic mean and sample variancecargstent estimates
of the mathematical expectation and variance (tlo®fpuses the fact that the
distribution of the considered random variable emaentrated on the segment
[0; 1]). Since the right-hand sides of formulas)(&8d (19) contain continuous
functions of these consistent estimates, phemd g* are consistent estimates of

the parameters p and g of the beta distributien, i.

lim p + p, lim g+ q (20)

n—oo

(convergence in probability).

Linearization Method for Beta Distribution Parameter Estimations
We will find the asymptotic distributions of thetenates of the method of
moments according to the algorithm given in [4,tl®@c6.1]. Let us describe
the main idea of this method for the formulatiordenconsideration. Consider
the function
f(X;s%) = f(M(X); D(X)) (21)
If the function f(x; y) is sufficiently smooth (foexample, it has continuous
second partial derivatives), then we can singldloaiimain linear term
FOXs?) = FMX; D) = Z (X - M(X)) +g—;(sz —DX) +¢, (22)
where the partial derivatives are taken at thetgainy) = (M(X); D(X)), and is
the remainder term of a higher order of smallnessider 1/n) compared to the
first two terms in (22) (their order of decreasiagqual ta/vn).
It follows from (21) that the asymptotic distribut of the difference on
the left side of this formula coincides with thethematical expectation of the
linear combination

z=L(x- M) +‘a’—§(s2 — D(X)) (23)

http://ej.kubagro.ru/2023/03/pdf/17.pdf
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The distribution of the random variable is asymiptdly normal (this follows

from the multivariate central limit theorem) withean O and variance

52 = (g_§)2 M(X - M) + 22L L M(X — M(0)(s2 = D) +

(24)

+ (Z—’;)Z M(s? — D(X))?
In (24) the square of the partial derivative wigispect tais multiplied by
D(X)/n. Let us find two other characteristics oétrandom variable X involved
in (24).
Because the
MX —M(X))(s* = D(X)) = M(X — M(X))s* = M(X — M(X))D(X)
And
M(X - M(X)) =0,
That
MX — M(X))(s? — D(X)) = M(X — M(X))s?. (25)
Based on (16) and (17), we conclude that
M(X = M(X))s? = —M(E,(X; - M(O) 202, (X; - $)2). (26)
Because the

¢ X2 = (¢4 - M) + (M) X)) =

(X; — M(X))? + 2(X; — MCO)(M(X) = X) + (M(X) - X) @7)
That
MX - M(X))s?=A+B+C, (28)
where according to (27)
A= — M(ZT (X; — M(X)) X7y (X; — M(X))2), (29)
B = — M(Z, (X; — M(X)) X7y 2(X; — M) (M(X) = X)) (thirty)
And
C = M(Z, (X — M) B, (M(X) — X)2) (31)

Let's study each of the terfgsB and C separately. To simplify
calculations, we introduce independent random k&esYi = Xi - M(X), i = 1,
2...,n.Then

http://ej.kubagro.ru/2023/03/pdf/17.pdf
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X;—MX) =Y, M(Y,)=0,X —M(X) =Y. (32)
Substituting equalities (32) into (29) - (31), wetain that
A= M(SL, Y, N, YP), (33)
B =2 M(ZL, Y, X, Y(-T)) (34)
And
€= ZM(ZL, Y, By (-7)%) (35)

The mathematical expectation of the sum is eqaalhe sum of the
mathematical expectations, so
A= (S, N, M(YYD)). (36)
Ati = j we haver(v,y?») = M(Y;))M(¥?) = 0 due to the independence of the random
variables Yi, i=1, 2. ..., n, amdv,y®) =My fori=j=1,2..., n.
Hence,
A=imEd). (37)
ForNfrom (34) we have:

B=2 ML, Y, N (1) = M (S, v 5, ¥ (- 250, %)) =

Dy Sy B MOYY %) (38)
If at least two lower summation indices are différghen by virtue of (32) and
the independence of the random variables Yi, i 2.1..., n, the term on the
right-hand side of (36) is equal to 0. Therefoteisiequal to the third initial
moment Y only for n terms for which all three inelscare equal to each other.
Hence,
B=2mrd). (39)
Let us proceed to the calculation of C from (38 have:
C =S M(Z, Y, By (-7)?) = S M(T, Yin(-7)?) =
IS, (AR V) = A B B, Sy M (VYY)

As in the analysis of the right side of (38), watstthat in the case when at least

(40)

two lower summation indices of the summand on tlgatrside of (40) are

different, then due to (32) and the independendbdefandom variables Yi, i =

http://ej.kubagro.ru/2023/03/pdf/17.pdf
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1, 2. ..., n, this term is equal to 0. Therefoh®e mathematical expectation is
equal to the third initial moment Y only for n tespfor which all three indices
are equal to each other. Hence,
C=—MY3). (41)
Let's summarize. From (25), (28), (37), (39) afd) (t follows that
MEX = MCO)(s? = D) == M(Y) (1-3). (42)
In accordance with the remark after formula (28§ final factor in (42) can be
replaced by 1.
The third characteristic of a random variadgarticipating in (24) can be
found similarly. The result is known [8, p.419]:
M(s? = D(X))? = - D(X). (43)

From (24), (42) and (43) it follows that

o = %((Z—DZ D(X) + zg—ig—’;M(X — M) + (Z—§)2 D(XZ)). (44)
Formula (44) is valid for any sufficiently smodiimction of the sample
mean and sample variance. We apply (44) to estithatparameters of the beta

distribution. According to (18), the estimptgarameter p has the form

p*fl(Y,sz), (45)
Where
fitey) = x ((52-1). (46)
Let us find the partial derivatives of the functi@b):
% _ %(xz;aﬁ _ x) _ Zx—y?,x2 _1, (47)
e ) = ()

Substituting (47) and (48) into (44), we obtaine thasymptotic

varianc®(p*) estimates p* of parameter p of the beta disitiion

2ME)-3M0? 1\ o (2MX)-3M(X))* (M(X))2(1-M(X)) B 3

N———

(49)

http://ej.kubagro.ru/2023/03/pdf/17.pdf
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Replacing the mathematical expectation and variana their sample
counterparts, we can use formula (49) to calculateestimate D*(p*) of the
variance D(p*) of the asymptotically normal estimat* of the parameter p of
the beta distribution.

According to (18), the estimateparameter g has the form

q * f>(X,s?), (50)
Where
foey) = (-0 (2 1), (1)
Let us find the partial derivatives of the functi@&i):
BRI ) = 62
T=x-07 () = 9)

Substituting (52) and (53) into (44), we obtaine trasymptotic
dispersioD(q*) estimates g* of the parameter q of the besarithution

1-4M(X)+3(M(X))? 2 1-4M(X)+3(M(X))? M(X)(1—-M(X))? 3
1(( s + 1) D(X) — 2( s + 1) X ‘ )((—(D(X))Z )M(X — M(X))? + ’ )

(54)
Replacing the mathematical expectation and varianttetheir sample analogs,
we can use formula (54) to calculate the estima{g) of the variance D(g*)
of the asymptotically normal estimate q* of the graeter q of the beta
distribution.
Asymptotic Confidence Intervals for Beta Distrilomt Parameters
Corresponding to Confidence Probabilitare as follows: for the parameter p
(@ * =CVD * (@ *);p * +C(1)D * (0 %)),(55)
where p* is calculated by formula (18), and D*(p*hpy formula (49) (with the
replacement of the theoretical mathematical expiectaand variance of a
random variable X, which has a beta distributionthwhe sample arithmetic

mean and sample variance, respectively), and éopénameter q

(q * —CD * (q %); q * +C(¥)YD * (g »), (56)
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where g* is calculated by formula (19), and D*(g*py formula (54) (with the
replacement of the theoretical mathematical expiectaand variance of a
random variable X, which has a beta distributionthwhe sample arithmetic
mean and sample variance, respectively). In (5%) @®), as usual when

constructing confidence intervals for asymptoticalbrmal estimates,
PCH) —P(—CH) =1, 2CH) =L cn =0 (). (57

Asymptotic distributions of beta-distribution parameter estimates by
the method of moments

Since all the moments in (49) are expressed mdeaf the parameters of
the beta distribution, then to calculate the eg®siaof the variances and
confidence intervals, one can first find the estemaof the parameters using
formulas (18) and (19), then calculate the estimatehe moments, and, finally,
substitute them into (49 ). (54) - (56). In thiseaformulas (4) are used X(X)
and

_ 3 _ 2pq(g—p)
M(X = M(X)) T (p+q)3(p+q+1)(p+q+2) (57)

[1, p.146]. Because the

D(X?) = M[(X — M(x*))*] = M[X*

—2X*M(X?) + M(X?*)?] = M(X*) = M(X)*' (58)

then to calculate D(X2), along with (4), we neefbianula for the fourth initial

moment [1, p.145]:

4N _ p(p+1)(p+2)(p+3)
M(X™) P+ (p+a+1)(p+q+2)(p+q+3)’ (59)

Algorithm for Obtaining Point and Interval Estimat for Beta
Distribution Parameters by Samp|e,,.., X, consists of the following steps.

1. Calculate the sample arithmetic mean and sampteance using
formulas (16) and (17), respectively.

2. Find gradg® and g* method of moments of parameters p and

according to formulas (18) and (19), respectively,
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3. Get estimates of the moments of a random MaXalwhich has a beta
distribution, by replacing the values of the parsre p and q in the
corresponding formulas with their estimates p* ajd of the method of
moments. Namely, the estimate of the first ininabment M(X), the second
initial moment M(X2) and the variance D(X) - accmgl to the formula (4), the
third central moment M(X - M(X))3 - according toetfiormula (57 ), the fourth
initial moment - according to formula (59), the iaaice of the square of the
random variable D(X2) - according to formula (58).

4. Calculate variance estimgtesnd g* according to formulas (49) and
(54), respectively.

5. Find confidence intervals (i.e. obtain intervadtimates) for the
parametensand g by formulas (55) and (56), respectively.

The third and fourth moments of the beta distrdntould be estimated
not with the help of parameter estimates, but tiyday equating them with
sample moments. However, since the values of thiplgamoments of the third
and fourth order are unstable to outliers, caloutagrrors, and other deviations
from the assumptions of the considered probalwistatistical model, it is

advisable to apply the algorithm described above.

Beta distribution on a segment

To solve applied problems, a linear function saadom variable is often

used, which has a beta distribution:
Y = a +hX,—o0 < a<+oo,h > 0. (60)

According to (1), the density of the random varealgl is positive for a < x < b,
where b =a + h, and is equal to

far(X) = f(x;a,b,p,q) = moc —aPYb+a-x)"ta<x<b (61)

They say that the random variaff@s a beta distribution on the interval
(a; b) with parameters p and qg. In practice, assumed that the values a and b

are given, and the parameters p and q must beatstinfirom statistical data -
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from a sampley,,..,v,.It is natural to pass from this sample in accoréanith
(60) to the samplg, x,,.., x,,, Where

Yi—a Yi—a .
Xi = h = h—a , L= 1,2,...,n.

(62)

The elements of this sample take values betweaerd @ and have parameters p
and g. The algorithm for obtaining estimates ofsth@arameters is described
above. At the first stage, it is necessary to olfae sample arithmetic mean and

sample variance for the sample (62). It's obvibias t

X= ?_;a'sz = %Z?:l(xi -X)? = (b—la)z (% i=1(Y; _?)2)' (63)

The further steps of the algorithm for calculatthg values of estimates of the
parameters p and q of the beta distribution onritexval (a; b) do not require

changes.

An example of point and interval estimation of beta distribution parameters
Let's carry out a point and interval estimatiorthef parameters of the beta
distribution according to the data of Table 1. Tiaisle shows the values of the
elements of the sample,,...v, volume n = 50. Based on the analysis of a
specific applied problem, the boundaries of theerwdl of variation of the
considered random variable are established: éb=5135, then b - a = h = 130.

For the data given in Table 1, the sample aritomeean i$ = 5788and

the sample variance is, (v; - Y)" = 66300.

Table 1.
M easur ement resultsduration of work
Number | Yi value Number | Yi value Number | Yi value
i i [
1 9 18 47.5 35 63
2 17.5 19 48 36 64.5
3 21 20 50 37 65
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4 26.5 21 51 38 67.5
5 27.5 22 53.5 39 68.5
6 31 23 55 40 70

7 32.5 24 56 41 72.5
8 34 25 56 42 77.5
9 36 26 56.5 43 81

10 36.5 27 57.5 44 82.5
eleven 39 28 58 45 90
12 40 29 59 46 96

13 41 thirty 59 47 101.5
14 42.5 31 60 48 117.5
15 43 32 61 49 127.5
16 45 33 61.5 50 130
17 46 34 62 - -

After passing with the help of formulas (62) tes@mple from the beta

distribution with values in (0; 1), we have:

— 57885
~ 130

_ , _ 66300 _ 66300
= 0,407,s5° = 7 = 16900 0,0392

Let us find estimates for the method of moments:

0,407x0,593

b 0’407{ 0,0392

— 1} =0,407x 5,16 = 2,10,(64)

q *0,593% 5,16 = 3,06.(65)
In accordance with item 3 of the algorithm devel@bove, we find the
estimates of the moments (indicated by asterisk#)eorandom variabjeFrom
(4), (64) and (65) it follows that

2,10 2,10 3,10
M(X) * 210+306 516 0,407,M(X2) * 0,407 X 16
0'205'1) X) « 240506 _ 643 _ 630, (66)
’ *) 516°x6,16 1640

According to (57), (64) and (65), the estimatehsd third central moment is as

follows:
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_ 37, 2X2,10x3,06x0,96 _ 1234 _
[MX —M(X))"] * 516°x6,16x7,16 _ 6060 0,00204 (67)

In accordance with (59), (64), and (65), the edemfor the fourth initial

moment is

2,10x3,10x4,10x510 _ 13612
5,16x6,16x7,16x8,16 18581

[M(X*)] * =0,07326 (68)
Based on (58), (66), and (68), we conclude thaegtgnate for the variance of
the squared random variable D(X2) is
D(X?) * [M(X*)] * —=[M(X) *]*> = 0,07326— 0,205* = 0,031235  (69)
Let us proceed to the calculation of estimatesvariancep* and g*
according to formulas (49) and (54), respectivébt's start by calculating the

values of partial derivatives (47) and (48) usetbrmula (49):

dfy _ 2x0,407-3x0,407 _0,814-0,497 _

ax 0,392 T 0392 1=10809 (70)
df, _  0407x0593 00982
ay 0,0392 000154 6377. (71)

Instead of formula (49), it is easier to use tigioal form - formula (44),

according to which, in accordance with (66), (§89) - (71) we have
Dx(px) =
= %((0,809)2 x 0,0392— 2 x 0,809 6377 x 0,00204+ 63 772 x 0,031239 =Therefore, the

L (0,0257— 0,2105+ 1270201) = 228 _ 7 537
50 50

standard deviation of the estimate of the paranpetef the beta distribution is

JD * (p %) =2,537= 1,496 (72)
Let's move on to estimating the variance of themedeg*. In accordance
with (52) and (53) we have

] 1-4X0,407+3 0,407 1-1,628+0,497
92 _ +1= +1=

ax 0,0392 0,0392 -
0181 334241 =-2,342 - (3
0,0392 - - ’

af, _ _0407x059% _ 0143 _
oy - 002 T~ ooosa 0286 (74)

Instead of formula (54), it is easier to use ftigioal form - formula (44),
according to which, in accordance with (66), (§8%), (74) thad*(g*) is

= ((~2,342)? x 0,0392+ 2(—2,342) x (~92:86) x 0,00204 +
+2-((—9286)% x 0,031239 = = (0,215+ 0,887+ 269 3) = 54075

(75)

http://ej.kubagro.ru/2023/03/pdf/17.pdf




Hayunsriit sxxypaan Ky6I'AY, Ne187(03), 202301 16

Therefore, the standard deviation of the estimhteeparameter g* of the beta

distribution is

JD *(q *) = /54075= 2,325 (76)

Find confidence intervals (i.e., obtain intervastimates) for the
parametengand q by formulas (55) and (56), respectively, gisiumerical
values (64), (65).

Confidence interval f@with a confidence leveghas the form

(2,10 — 1,496C (y); 2,10+ 1,496C (y)) (77)
and for parameter q is:

(3,06 — 2,325C(y); 3,06 — 2,325C(¥)). (78)
Ifc(y) = 1,which corresponds to the traditional notations, then according to
(57)

o(1) ==L,y = 20(1) — 1 = 0,8413 (79)
With such a confidence interval, the interval (#ins into (0.604; 3.596), and
(78) into (0.735; 5.385).

If we use the most common value of the confidgmodability in socio-
economic studies=0,95 That(y) =196, and with such a confidence interval
(77) goes into ((-0.832); 5.032), and (78) - in(el.@97); 7.617). Since the
parameters of the beta distribution are positihe, left ends of the obtained
intervals should be replaced by 0. Thus, p witloafidence probability= 0,95
the confidence interval for the p parameter is5(032), and for the g parameter
is: (0; 7.617).

For the analyzed statistical data, the asymptotinfidence intervals
calculated above are quite wide. With an increasthe sample size from the
beta distribution, the confidence intervals wilkroav, and the left boundaries of
the intervals will become positive. The exit of tbé& boundaries of the intervals
beyond the boundaries of the positive semiaxisssoaated with the use of

asymptotic (fot — «) ratios.
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The resulting confidence intervals can be usedtdst statistical
hypotheses about the parameter values. Let thehgpbthesis bély: p = pO,
and the alternative hypothesis H1 is its negatienh.the level of significance be
givernr. The decision rule is formulated as follows: & ttonfidence interval for
the parameter p corresponding to the confidencbgimbtyy = 1 —«, includes
p0, then HO is accepted: (i.e. the value p = pGsau contradict the statistical
data), otherwise the alternative hypothesis Hictepted (the value p = pO is
incompatible with the statistical data). Hypothesd®ut the values of the
parameter g are tested in a similar way.

Based on the data in Table 1 and the above célmsa we conclude at
the level of significanae= o,05that the value of the parameter p does not exceed
5.032, and the value of the parameter q does eteeX7.617.

Beta distribution in estimating the duration of work

Let us consider an important applied problem tier solution of which it
IS necessary to use point and interval estimatethefparameters of the beta
distribution.

In the "Planning of development work" sectionloé tutorial [9, p. 170] it
Is said: "In network planning, in relation to foesting the time of work
execution, beta distribution is used" (with refeaeno [10]). For this use, the
responsible agent calls the "minimum (optimisticheemin- the duration of
work under the most favorable set of circumstarfttes refers to the judgment,
for example, this: "No matter how well everythingeg, but faster than 20 days,
we will not be able to complete this work")" andaxmum (pessimistic ) time
tmax is the duration of work under extremely unfalade circumstances (in this
case, for example, such an assessment is assuNwdadtter how unsuccessful
everything is, we will do this work in any case3a days")" [9, p.170]. In the
notation of this article, tmin = a and tmax = b.rther, the mathematical
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expectation of a random variable Y - the duratibrwork - is proposed to be

calculated by the formula

M(Y) — 3a+2b’ (80)

5

and the variance of this random variable - accgrtinthe formula
p(r) = (2)’ (81)
(see formulas (4.2.3) and (4.2.4) on p.171 of taebbok [9]). The same
formulas are given in [11].
Let us find out for what values of the parametdrghe beta distribution
formulas (80) and (81) are valid. Let's move omfra random variab¥o a

random variable X having a beta distribution wigndity (1):

x=12 (82)

Then, in accordance with (80)
Me0 =52 = (- a) =5 (83)
D(X) = (b_la)z D(Y) = (84)

In accordance with (4), the random variable X, Wwhi@as a beta distribution

with density (1), must satisfy the relations

=P _2 =—_P@ _1
M) =50 =5 PX) = e — (85)

We solve the system of equations (85). We haeeaordance with (4):

2y _ _ b+l 2 1,4 1
M(X*) = P+ (p+q+1) D)+ (M(X))" =+ =75 (86)

From the first relation in (85) we obtain that

p+q= ;p- (87)
Substitute (87) into (86):

R SRR R ©)
Hence,

4(p+1)=5p+24p+4=5p+2,p=2. (89)
From (87) and (89) it follows that

g=3p-p=3p=3 (90)
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Why beta distribution parameters take vapze2 and q = 3? In [9] there
IS no answer to this question.

It is known that basic research on the subjecteumdnsideration was
carried out in the 1960s [12, 13]. Probabilisticdabof D.I. Golenko [12] is
based on the use of the beta distribution. CondubbteD.l. Golenko and his
colleagues, numerous empirical studies have sht»anhthe quantitiggand q,
averaged over a large number of network projecescancentrated around the
constant values p = 2 and g = 3. Since then, fam(80) and (81) can be found
in various publications and qualifying papers withany attempts to justify the
possibility of their use .

In our opinion, the unjustified use of formulasd)Y8nd (81) can be
regarded as a violation of thebasic requirementstatistical methods of data
analysis[14]. Is there any reason to believe thatdistribution of development
work time has not changed for more than half awgnt since the 60s, and is
also the same for all types of organizations andrprises? In our opinion, there
are no such grounds.

The use of the beta distribution seems quite ahtliris this parametric
family that is concentrated on a finite intervay this it stands out among all the
parametric families of distributions of continuo@hdom variables considered
in probability theory and mathematical statistiasyl, for different values of the
parameters, covers various forms of probabilityrdistion densities. However,
point and interval estimates of distribution partane must be calculated from
statistical data corresponding to specific typesl@ielopment work performed
in a particular organization, at a particular eptise. The calculation methods
are detailed in this article.

Note, however, that the data given in Table. 1 amesistent with the
values of the parameters adopted in [9p£2 and g = 3, since these values are
included in the corresponding confidence intervitlsan be expected that with

a relatively small sample size (several tens oti@s), confidence intervals in
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most real situations will include the values of gegameters p =2 and q = 3, as
a result, the use of these values and formulasg80)(81) based on them will
not lead to errors significant for the correspogdapplication area.

There are other approaches to the empirical estimaf the parameters
of the beta distribution. One of them, given in [©170-171], is based on the
use, in addition tomin= a and tmax = b, "the most probable time tnv - the
duration of work under normal, usually occurringndions for performing
work." With this approach, instead of formulas (&0y (81), expressions for the
mathematical expectation should be used

M(Y) = S2mtd (91)

6

and the variance of this random variable - accgrtinthe formula

() = (=2)’ (92)
(see formulas (4.2.1) and (4.2.2) [9, p.171]). By it is natural to understand
the mode Mod(Y) of the considered random variahle Y
Let us find out what values of the parametershaf beta distribution

correspond to formulas (91) and (92). As followanifr (1) and (61), the modes
of random variables and (see (60)) are relateddyedlation

Mod(Y) = a + (b - a) Mod(X),(93)
where the random variable X takes values fromuikerval (0; 1) and has a beta

distribution (1) with parameters p and q. Becabse t

__ a+4t,+b _ at4a+4(b—a)Mod(X)+b
M(y) = Stuth : . (94)
That

__ M@)-a _ 5a+4(b—a)Mod(X)+b—6a __ 4Mod(X)+1
Mx) = b-a 6(b—a) - 6 ’

As is known [1, 2]:

__p-1

Mod(X) = - (95)

(for p > 1, g > 1). Based on (93) and (94), we bt system of equations

similar to (85):

—_r _1 p-1
M(X) - p+q T 6 (4 p+q-2

_ Pq _1
+ 1)'D(X) T (p+)2(p+q+1) 36
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Formulas (91) and (92) correspond to the solutmnthis system of equations.
We see that the parameter valuesp= 2, q = 3, obtained for the approach
based on setting tmin and tmax, are not the solufahe system of equations
corresponding to the second approach with thregegabf tmin, tmax and tnv.
However, this was also clear from the fact that #agiances for the two
approaches are different. The question of chodsatgeen approaches to apply

in solving practical problems is open.

Conclusion

The development of statistical methods is analyrefl5, part 1]. The
cutting edge of scientific research in this area haoved from descriptive
statistics (before 1900) to parametric mathemastatistics (1900-1933), then
to non-parametric statistics (1933-1979) and stedisof non-numerical data
(from 1979 to the present. In21st century moshefriew research in the field of
statistical methods refers specifically to theistats of non-numerical data [16].
We are talking about the front line. In applied ea@<h, the methods of
descriptive, parametric and nonparametric statiséiee currently very widely
used. University courses in the discipline "Probigbiheory and Mathematical
Statistics" are mainly devoted to parametric siaisthe main scientific results
of which were obtained in the first half of the R@entury.

It is important to emphasize that actual unsolpedblems remain in
parametric statistics as well. They lie, it can diated, "in the rear" of the
advanced front of scientific research. One can ndre example, one-step
parameter estimates that are more preferable thammm likelihood estimates
[4, Section 6.2; 17]. The system of rules for deiemg estimates and
confidence limits for the parameters of the gammmstridution was first
developed by us only in the first half of the 8i@ss partially reflected in [4] and
iIs the main content of GOST 11.011-83 (unforturyatebw cancelled). And

there is still no similar system for determinindgimates and confidence limits
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for the parameters of the beta distribution, algfoprimary information about
the beta distribution is available in referenceksofl - 3] and is included in
detailed courses on the discipline "

In this article, we have begun to fill this gaporRhe first time, the
asymptotic distribution of estimates of beta-dmition parameters by the
method of moments is obtained. The rules for dateng estimates and
confidence limits for the parameters of the besritiution using the method of
moments are given. Derivation of an algorithm falcalating point and interval
estimates of beta-distribution parameters andptdi@tion for the analysis of
specific statistical data are described in detail.

Research should be continued. At the next stadetheo study, it is
necessary to apply the method of moments to tediststal hypotheses
(including checking the agreement between empirdzdh and the family of
beta distributions, similar to how it was done tftoe gamma distribution in [4]).
It is necessary to analyze the possibility of clttng the estimates of the
maximum likelihood method and develop an algoritftanobtaining one-step
estimates. The problem of the practical use ob#ta distribution, including the
planning of development work, more generally, tippligation of statistical
methods of network planning and management, inctuthe modern version of
the PERT system and its varieties in the manageofg@rbduction and research

projects, deserves attention.
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